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Chip Errata for
the 1.MX 6Dual/6Quad and
I.MX 6DualPlus/6QuadPlus

This document details the silicon errata known at the time of publication for thei.MX 6Dual/6Quad and
i.MX 6Dual Plus/6QuadPlus multimedia applications processors.

Table 2 provides arevision history for this document.

Table 3 containsasummary of the silicon errata. Bolded rows are specific to either i.MX 6Dual/6Quad or
i.MX 6Dual Plus/6QuadPlus (see the errata description column).

Table 4 liststhe ARM errata excluded from detailed description in this document.

To identify the silicon revision, refer to the last |etter of the part number. See Table 1 for examples.

Table 1. Part number/silicon revision examples

Example Part Numbers Silicon Revision
MCIMX6Q6AVT10AC i.MX 6Quad, Revision 1.2
MCIMX6D6AVT10AD i.MX 6Dual, Revision 1.3
MCIMX6QP6AVT1AA i.MX 6QuadPlus, Revision 1.0
MCIMX6DP6AVT1AA i.MX 6DualPlus, Revision 1.0

For additional information, see either the i.MX 6Dual/6Quad Applications Processor Reference Manual
(IMX6DQRM) or the i.MX 6Dual Plus/6QuadPlus Applications Processor Reference Manual
(IMX6DQPRM).
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NOTE

BSP functionality in some configurations and use cases, or your own/added
software functionality, may be affected by an erratum. We have made our
best attempt at providing software workaround requirements and BSP status
for each erratum in thisdocument. Whether a software workaround has been
implemented in the BSP or not, the user should evaluate his specific use
cases and take any (additional) necessary actionsto prevent the occurrence
or impact of each erratum. Go through your support channel if you have any
questions or concerns.
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The following table provides arevision history for this document.

Table 2. Document Revision History

Rev.
Number

Date

Substantive Changes

Rev. 6.1

06/2016

Updated ERR004536 in Table 3 and ERR004536 changing from: Silicon revision 1.3 to; No fix
scheduled and removing i.MX 6Dual/6Quad Only.

Rev. 6

02/2016

Updated the following i.MX 6Dual/6Quad-specific errata:

— ERRO004300, ERR004484, ERR004536, ERR005216, ERR005723, ERR005768, ERR005908,
ERR006282, ERR006687, ERR007966, ERR008506,

Added the following i.MX 6Dual/6Quad-specific errata:

— ERRO007926, ERR008587, ERR009219

Added the following i.MX 6DualPlus/6QuadPlus-specific errata:

— ERRO009619, ERR009623, ERR009624

Added the following i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus-specific errata:

— ERRO007555, ERR007556, ERR007557, ERR007573, ERR007575, ERR007577, ERR007881,
ERR008990, ERR009165, ERR009218, ERR009535, ERR009596, ERR009598, ERR009604,
ERR009605, ERR009606, ERR009678, ERR009704, ERR009742, ERR009743, ERR009858

Updated the following i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus-specific errata:

— ERRO004366

Added Table 4 describing ARM errata not documented in this deliverable.

Updated the following ARM errata:

ERR003717, ERR003718, ERR003719, ERR003720, ERR003721, ERR003723, ERR003724,

ERR003725, ERR003726, ERR003727, ERR003728, ERR003729, ERR003730, ERR003731,

ERR003732, ERR003735, ERR003736, ERR003737, ERR003738, ERR003740, ERR003741,

ERR004324, ERR004326, ERR004327, ERR005175, ERR005183, ERR005185, ERR005187,

ERR005199, ERR005200, ERR005382, ERR005383, ERR005385, ERR005386, ERR005387,

ERR007006, ERR007007, ERR007008

Removed errata:

— ERRO005779

Rev. 5

06/2015

Update to ERR006282

Rev. 4

06/2014

Added ERR007805

Added ERR008001

Added ERR008000

Added ERR007554

Added ERR007926

Added ERR007966

Removed ERR003742. This item was ARM erratum 732672. Access to this information must come
directly from ARM.

Removed ERR0O07005. This item was ARM erratum 791420. Access to this information must come
directly from ARM.

Rev. 3

11/2013

Added the following: ERR007005, ERR007006, ERR007007, ERR007008, ER007117, ER007220,
ERRO007265, ERR007266
Updated the following: ERR003740, ERR003742, ERR003778, ERR004512
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Table 2. Document Revision History (continued)

Rev. Date Substantive Changes
Number

Rev. 2 | 5/2013 | « Deleted ERR003775—Addressed in rev. 1 of the i.MX 6Dual/6Quad Applications Processor Reference
Manual (IMX6DQRM).
» Added the following errata:
— ERRO006282
— ERRO006308
— ERRO006358
— ERRO006687
* Updated the following:
— ERRO004353
— ERRO004446
— ERRO005829

Rev. 1.1 | 2/2013 | Restored pages omitted in Rev. 1.

Rev.1 | 1/2013 | « Added the following:
— ERR006223
— ERR006259
— ERR006281
¢ Updated ERR004367
— Deleted ERR005384 (not relevant to this Freescale implementation of the ARM® core)

Rev. 0 |10/2012 | Initial public release.
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Table 3. Summary of Silicon Errata

Errata Name Solution Page
Analog

ERR005852 | Analog: Transition from Deep Sleep Mode to LDO Bypass Mode may cause the slow | No fix scheduled 15

response of the VDDARM_CAP output
ARM®

ERRO003717 | ARM: 740657—Global Timer can send two interrupts for the same event No fix scheduled 16

ERR003718 | ARM: 743622—Faulty logic in the Store Buffer may lead to data corruption No fix scheduled 18

ERR003719 | ARM/MP: 751469 — Overflow in PMU counters may not be detected No fix scheduled 20

ERR003720 | ARM/MP: 751472—An interrupted ICIALLUIS operation may prevent the completion | No fix scheduled 22
of a following broadcast operation

ERRO003721 | ARM: 751473—Under very rare circumstances, Automatic Data prefetcher can lead | No fix scheduled 24
to deadlock or data corruption

ERRO003723 | ARM: 751476—May miss a watchpoint on the second part of an unaligned access | No fix scheduled 25
that crosses a page boundary

ERRO003724 | ARM: 754322—Possible faulty MMU translations following an ASID switch No fix scheduled 26

ERRO003725 | ARM: 725631—ISB is counted in Performance Monitor events 0xOC and 0x0D No fix scheduled 28

ERRO003726 | ARM: 729817—MainID register alias addresses are not mapped on Debug APB No fix scheduled 29
interface

ERRO003727 | ARM: 729818—In debug state, next instruction is stalled when sdabort flag is set, | No fix scheduled 30
instead of being discarded

ERR003728 | ARM: 740661—Event 0x74 / PMUEVENT[38:37] may be inaccurate No fix scheduled 31

ERR003729 | ARM: 740663—Event 0x68 / PMUEVENT[9:8] may be inaccurate No fix scheduled 32

ERRO003730 | ARM: 743623—Bad interaction between a minimum of seven PLDs and one No fix scheduled 34
Non-Cacheable LDM can lead to a deadlock

ERR003731 | ARM: 743626—An imprecise external abort, received while the processor enters No fix scheduled 36
WFI, may cause a processor deadlock

ERRO003732 | ARM: 751471—DBGPCSR format is incorrect No fix scheduled 37

ERRO003733 | ARM: 751480—Conditional failed LDREXcc can set the exclusive monitor No fix scheduled 39

ERRO003734 | ARM: 752519—An imprecise abort may be reported twice on non-cacheable reads | No fix scheduled 40

ERRO003735 | ARM: 754323—Repeated Store in the same cache line may delay the visibility of the | No fix scheduled 41
Store

ERRO003736 | ARM: 756421—Sticky Pipeline Advance bit cannot be cleared from debug APB No fix scheduled 43
accesses

ERRO003737 | ARM: 757119—Some “Unallocated memory hint” instructions generate an No fix scheduled 44
UNDEFINED exception instead of being treated as NOP

ERRO003738 | ARM/MP: 751475—Parity error may not be reported on full cache line access No fix scheduled 45
(eviction / coherent data transfer / cp15 clean operations)
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Table 3. Summary of Silicon Errata (continued)

Errata

Name

Solution

Page

ERR003739

ARM: 751470—Imprecise abort on the last data of a cache linefill may not be
detected

No fix scheduled

46

ERR003740 QARM/PL310: 752271—Double linefill feature can cause data corruption [i.MX No fix scheduled
6Dual/6Quad only]

ERR003741 | ARM/PL310: 729815—The “High Priority for SO and Dev reads” feature can cause |No fix scheduled 48
Quality of Service issues to cacheable read transactions

ERR003743 | ARM/PL310: 754670—A continuous write flow can stall a read targeting the same | No fix scheduled 49
memory area

ERRO004324 | ARM/MP: 761319—Ordering of read accesses to the same memory location may not | No fix scheduled 50
be ensured

ERRO004325 | ARM/MP: 764369—Data or unified cache line maintenance operation by MVA may | No fix scheduled 51
not succeed on an Inner Shareable memory region

ERR004326 | ARM/MP: 761321—MRC and MCR are not counted in event 0x68 No fix scheduled 53

ERRO004327 | ARM/MP: 764319—Read accesses to DBGPRSR and DBGOSLSR may generate | No fix scheduled 54
an unexpected UNDEF

ERRO005175 | ARM/MP: 771221—PLD instructions may allocate data in the Data Cache regardless | No fix scheduled 55
of the Cache Enable bit value

ERR005183 | ARM/MP: 771224—Visibility of Debug Enable access rights to enable/disable tracing | No fix scheduled 56
is not ensured by an ISB

ERR005185 | ARM/MP: 771225—Speculative cacheable reads to aborting memory region clear | No fix scheduled 57
the internal exclusive monitor, may lead to livelock

ERRO005187 | ARM/MP: 771223—Parity errors on BTAC and GHB are reported on No fix scheduled 59
PARITYFAIL[7:6], regardless of the Parity Enable bit value

ERR005198 | ARM/PL310: 780370—DATAERR, TAGERR, and Tag parity errors are incorrectly No fix scheduled 60

ERR005199

sampled by the eviction buffer, leading to data corruption

ARM/MP: 769419—No automatic Store Buffer drain, visibility of written data requires
an explicit Cache Sync operation [i.MX 6Dual/6Quad Only]

No fix scheduled

ERR005200 | ARM/MP: 765569—Prefetcher can cross 4 KB boundary if offset is programmed with | No fix scheduled 64
value 23

ERR005382 | ARM/MP: 775419—PMU event 0x0A (exception return) might count twice the LDM | No fix scheduled 65
PC " instructions with base address register write-back

ERRO005383 | ARM/MP: 775420—A data cache maintenance operation that aborts, followed by an | No fix scheduled 66
ISB and without any DSB in-between, might lead to deadlock

ERRO005385 | ARM/MP: 782772—A speculative execution of a Load-Exclusive or Store-Exclusive | No fix scheduled 67
instruction after a write to Strongly Ordered memory might deadlock the processor

ERRO005386 | ARM/MP: 782773—Updating a translation entry to move a page mapping might No fix scheduled 69
erroneously cause an unexpected translation fault

ERRO005387 | ARM/MP: 782774—A spurious event 0x63, “STREX passed,” can be reported on an | No fix scheduled 71

LDREX that is preceded by a write to Strongly Ordered memory region
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Table 3. Summary of Silicon Errata (continued)

Errata Name Solution Page

ERRO006259 | ARM: Debug/trace functions (PMU, PTM and ETB) are disabled with absence of No fix scheduled 72
JTAG_TCK clock after POR

ERRO007006 | ARM/MP:794072-- Short loop including a DMB instruction might cause a denial of | No fix scheduled 73
service

ERRO007007 | ARM/MP: 794073 -- Speculative instruction fetches with MMU disabled might not No fix scheduled 75
comply with architectural requirements

ERRO007008 | ARM/MP: 794074 --A write request to Uncacheable Shareable memory region might | No fix scheduled 76
be executed twice

ERR009604 | ARM (CA9): 845369 — Under very rare timing circumstances, transition into No fix scheduled 78
streaming mode might create a data corruption

ERRO009605 | ARM (CA9): 761320—Full cache line writes to the same memory region from at least | No fix scheduled 80
two processors might deadlock the processor

ERRO009742 | ARM: 795769 - “Write Context ID" event is updated on read access No fix scheduled 82

ERRO009743 | ARM: 799770 - DBGPRSR Sticky Reset status bit is set to 1 by the CPU debug reset | No fix scheduled 83
instead of by the CPU non-debug reset

ERR009858 | ARM/PL310: 796171 When data banking is implemented, data parity errors can be | No fix scheduled 84
incorrectly generated

CAAM

ERRO004320 | CAAM: Three encryption functions may show up as available, even though they are | No fix scheduled 85
not

ERRO004347 | CAAM: False read access error No fix scheduled 86

ERRO004348 | CAAM: Internal 16 Kb RAM (CAAM) does not support wrapped accesses No fix scheduled 87

ERRO005766 | CAAM: CAAM cannot handle interleaved READ data “beats” returned by two different | No fix scheduled 88
slaves in the system, in reply to two different AXI-ID accesses

CCM
ERR006223 | CCM: Failure to resume from Wait/Stop mode with power gating No fix scheduled 89
ERR007265 | CCM: When improper low-power sequence is used, the SoC enters low power mode | No fix scheduled 90

before the ARM core executes WFI

6Dual/6Quad Only]
eCSPI
ERR009165 | €CSPI: TXFIFO empty flag glitch can cause the current FIFO transfer to be sent twice | No fix scheduled 93
ERR009535 | €CSPI: Burst completion by SS signal in slave mode is not functional No fix scheduled 94
ERR009606 | €CSPI: In master mode, burst lengths of 32n+1 will transmit incorrect data No fix scheduled 95
EIM
ERR004446 | EIM: AUS mode is nonfunctional for devices larger than 32 MB No fix scheduled 96

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

NXP Semiconductors




Table 3. Summary of Silicon Errata (continued)

Errata Name Solution Page
ERR009218 | EIM: Signals fail to drive as outputs during boundary scan test No fix scheduled 97
ENET
ERR004512 | ENET: 1 Gb Ethernet MAC (ENET) system limitation No fix scheduled 98
ERR005783 | ENET: ENET Status FIFO may overflow due to consecutive short frames No fix scheduled 99
ERRO005895 | ENET: ENET 1588 channel 2 event capture mode not functional No fix scheduled 100
ERR006358 | ENET: Write to Transmit Descriptor Active Register (ENET_TDAR) is ignored No fix scheduled 101
mode [i.MX 6Dual/6Quad Only]
ESAI
ERR008000 | ESAI: ESAI may encounter channel swap when overrun/underrun occurs No fix scheduled 103
EXSC
ERR004365 | EXSC: Exclusive accesses to certain memories are not supported to full AXI No fix scheduled 104
specification
ERRO005828 | EXSC: Protecting the EIM memory map region causes unpredictable behavior No fix scheduled 105
FlexCAN
ERRO005829 | FlexCAN: FlexCAN does not transmit a message that is enabled to be transmitted in | No fix scheduled 106
a specific moment during the arbitration process
GPMI
ERR008001 | GPMI: GPMI does not support the Set Feature command in Toggle mode No fix scheduled 108
GPU
ERR004341 | GPU2D: Accessing GPU2D when it is power-gated will cause a deadlock in the No fix scheduled 109

system

ERRO005908 gGPU2D: Image quality degradation observed for stretch blits when the stretch factor §No fix scheduled
is exactly an integer [i.MX 6Dual/6Quad Only]

No fix scheduled

GPU3D: L1 cache performance drop [i.MX 6Dual/6Quad Only] 111
GPU3D: L1 cache “Write Address Data” pairing error [i.MX 6Dual/6Quad Only] 112
HDMI
ERRO003744 | HDMI: 9000446457—Audio DMA does not generate an interrupt after software stops | No fix scheduled 114
DMA transaction
ERRO003745 | HDMI: 9000440660—Audio DMA fails to stop after ERROR detection No fix scheduled 115
ERRO004308 | HDMI: 8000504668—The arithmetic unit may get wrong video timing values although | No fix scheduled 116

the FC_* registers hold correct values
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Table 3. Summary of Silicon Errata (continued)

Errata Name Solution Page
ERR004323 | HDMI: The DMA burst read transaction address region is limited to 8 KB No fix scheduled 117
ERR004366 | HDMI: 9000482480—ARM core read operation returns incorrect data for certain No fix scheduled 124

HDCP registers
ERR005171 | HDMI: HDMI Tx audio may have noise due to audio DMA FIFO overflow No fix scheduled 118
ERR005172 | HDMI: Under certain circumstances, the HDCP may transmit incorrect Ainfo value, | No fix scheduled 119
causing a failure on the receiver side
ERR005173 | HDMI: Clarification on HDMI programming procedure to avoid FIFO overflow No fix scheduled 120
ERR005174 | HDMI: HDMI AHB Audio DMA stream misalignment on system initialization No fix scheduled 122
12C
12C: When the 12C clock speed is configured for 400 kHz, the SCL low period violates | No fix scheduled 126
ERR007805 o
the 12C specification
110
ERRO004307 | I/O: MIPI_HSI, USB_HSIC, and ENET 1/O interfaces should not be configured to No fix scheduled 126
Differential input mode
IPU
ERR009623 §IPU: IDMAC burst errors when crossing a 4k boundary using NI/P1 420/422 formats gNo fix scheduled 127
[i.MX 6DualPlus/6QuadPlus Only]
MIPI
ERRO004310 | MIPI: Glitch or unknown clock frequency on MIPI input clock may occur in case the | No fix scheduled 128
CCM source clock is modified
ERRO005190 | MIPI: CSI2 Data lanes are activated before the HS clock from the CSI Tx side No fix scheduled 129
(camera) starts
ERR005191 | MIPI: Corruption of short command packets with Word Count (WC) greater than No fix scheduled 130
16’hFFEE, during video mode transmission by the MIPI Generic Interface
ERRO005192 | MIPI: Reverse direction long packets with no payload incorrectly issue a CRC error | No fix scheduled 131
for MIPI DSI
ERRO005193 | MIPI: The bits for setting the MIPI DSI video mode cannot be changed on the fly No fix scheduled 132
ERR005194 | MIPI: On MIPI DSI, there is a possible corruption of the video packets caused by No fix scheduled 133
overlapping of the current line over the next line, if the configuration is programmed
incorrectly when using the DPI interface
ERRO005195 | MIPI: Incorrect blanking packet may be sent by the MIPI DSI interface No fix scheduled 134
ERRO005196 | MIPI: Error Interrupt generated by the MIPI CSl interface for certain legal packet No fix scheduled 135
types
ERRO005197 | MIPI: Null and Blanking data packets activate ‘dvalid’ signal No fix scheduled 136
ERRO009704 | MIPI: CSI-2: CRC error produced in 4-lane configuration No fix scheduled 137
Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016
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Table 3. Summary of Silicon Errata (continued)

Errata Name Solution Page
MLB
ERR004312 | MLB: Multi frame per sub-buffer mode is not supported No fix scheduled 138
MMDC

ERRO005778 | MMDC: DDR Controller's measure unit may return an incorrect value when operating | No fix scheduled 139
below 100 MHz

ERR009596 | MMDC: ARCR_GUARD bits of MMDC Core AXI Re-ordering Control register No fix scheduled 140
(MMDC_MAARCR) doesn't behave as expected

PCle

ERRO003747 | PCle: 9000436491—Reading the Segmented Buffer Depth Port Logic registers No fix scheduled 141
returns all zeros

ERRO003748 | PCle: 9000427578—Root ports with address translation drop inbound requests, No fix scheduled 142
without reporting an error

ERRO003749 | PCle: 9000426180—MSI Interrupt Controller Status Register bit not cleared after No fix scheduled 143
being written by software

ERRO003751 | PCle: 9000413207—PME Requester ID overwritten when two PMEs are received | No fix scheduled 144
consecutively

ERRO003753 | PCle: 9000405932—AXI/AHB Bridge Slave does not return a response to an No fix scheduled 145
outbound non-posted request

ERRO003754 | PCle: 9000403702—AHB/AXI Bridge Master responds with UR status instead of CA | No fix scheduled 146
status for inbound MRd requesting greater than CX_REMOTE_RD_REQ_SIZE

ERRO003755 | PCle: 9000402443—Uncorrectable Internal Error Severity register bit has incorrect | No fix scheduled 147
default value

ERRO003756 | PCle: 9000387484—LTSSM: Software-initiated transitions to Disabled, Hot Reset, | No fix scheduled 148
Configuration, or Loopback states sometimes take longer than expected

ERRO003757 | PCle: 9000448152—Internal Address Translation Unit (IATU): Inbound Vendor No fix scheduled 149
Defined Message (VDM) ‘ID Match Mode’ is not functional

ERRO003758 | PCle: 9000441819—Upstream Port does not transition to Recovery after receiving | No fix scheduled 150
TS OSs during “ENTER_L2 negotiation”

ERRO003759 | PCle: 9000439510—Internal Address Translation Unit (iIATU) can sometimes No fix scheduled 151
overwrite Outbound (Tx) Vendor Messages and MSls

ERRO003760 | PCle: 9000439175—Poisoned Atomic Op requests targeting RTRGTO receive UR | No fix scheduled 152
response instead of CA response

ERR004297 | PCle: 9000336356—Link configuration sometimes proceeds when incorrect TS No fix scheduled 153
Ordered Sets are received

ERR004298 | PCle: 9000471173—Bad DLLP error status checking is too strict No fix scheduled 154

ERR004299 | PCle: 9000493959—L1 ASPM incorrectly entered after link down event during L1 | No fix scheduled 155
ASPM entry negotiation

ERRO004321 | PCle: 9000470913—Power Management Control: Core might enter LOs/L1 before | No fix scheduled 156

Retry buffer is empty
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Table 3. Summary of Silicon Errata (continued)

Errata Name Solution Page
ERR004374 | PCle: 9000487440—TLP sometimes unnecessarily replayed No fix scheduled 158
ERR004489 | PCle: 9000505660—PCle2 receiver equalizer settings No fix scheduled 159

ERR004490 | PCle: 9000514662—LTSSM delay when moving from LO to recovery upon receipt of | No fix scheduled 160
insufficient TS1 Ordered Sets

ERR004491 | PCle: 9000507633—TLP might be replayed an extra time before core enters No fix scheduled 162
recovery
ERR005184 | PCle: Clock pointers can lose sync during clock rate changes No fix scheduled 163

ERR005186 | PCle: The PCle Controller Core Does Not Send Enough TS2 Ordered Sets During | No fix scheduled 165
Link Retrain And Speed Change

ERR005188 | PCle: The PCle Controller cannot exit successfully L1 state of LTSSM when the Core | No fix scheduled 166
Clock is removed

ERRO005189 | PCle: PCle Gen2/Gen3 Hardware Autonomous Speed Disable Bit In Configuration | No fix scheduled 167
Register is not sticky

ERRO005723 jPCle: PCle does not support L2 power down [i.MX 6Dual/6Quad Only] No fix scheduled 168

ERRO007554 | PCle: MSI Mask Register Reserved Bits not read-only No fix scheduled. 169

ERRO007555 | PCle: iATU - Optional programmable CFG Shift feature for ECAM is not correctly No fix scheduled 170
updating address (9000642041)

ERRO007556 | PCle: Core Delays Transition From LO To Recovery After Receiving Two TS OS And | No fix scheduled 171
Erroneous Data (9000597455)

ERRO007557 | PCle: Extra FTS sent when Extended Synch bit is set (9000588281) No fix scheduled 172

ERRO007559 | PCle: Core sends TS1 with non-PAD lane number too early in No fix scheduled 173
Configuration.Linkwidth.Accept State (9000574708)

ERRO007573 | PCle: Link and lane number-match not checked in recovery (9000569433) No fix scheduled 174

ERRO07575 | PCle: LTSSM delay when moving from LO to recovery upon receipt of insufficient TS1 | No fix scheduled 175
Ordered Sets (9000514662)

ERRO007577 | PCle: DLLP/TLP can be missed on RX path when immediately followed by EIOS No fix scheduled 176
(9000487440)

ERRO008587 jPCle: Random link down after warm reset [i.MX 6Dual/6Quad Only] No fix scheduled

ERRO009619 §PRE: GPU3D, GPU2D and VPU cannot be power-gated if the PRE is in use [i.MX gNo fix scheduled 178
6DualPlus/6QuadPlus Only]

ERR009624 §PRE: ENABLE bit cannot be set in a special case, when the EN_REPEAT bit is set gNo fix scheduled 179
[i.MX 6DualPlus/6QuadPlus Only]

ERRO007117 gROM: When booting from NAND flash, enfc_clk_root clock is not gated off when Fixed in silicon 180
doing the clock source switch [i.MX 6Dual/6Quad Only] revision 1.3.

ERR007220 ROM: NAND boot may fail due to incorrect Hamming Checking implementation in the Fixed in silicon
ROM code [i.MX 6Dual/6Quad Only] revision 1.3
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Table 3. Summary of Silicon Errata (continued)

Errata Name Solution Page

ERR007926 JROM: 32 kHz internal oscillator timing inaccuracy may affect SD/MMC, NAND, and gNo fix scheduled 182
OneNAND boot [i.MX 6Dual/6Quad Only]

ERRO005645 | ROM: Normal SD clock speed (SDR12) not selectable in SD/SDXC boot mode No fix scheduled

ERR005768 ROM: In rare cases, secondary image boot flow may not work due to mis-sampling gNo fix scheduled 185
of the WDOG reset [i.MX 6Dual/6Quad Only]

ERR006282 JROM: ROM code uses nonreset PFDs to generate clocks, which may lead to random gFixed in silicon 186
boot failures [i.MX 6Dual/6Quad Only] revision 1.3
ERR007266 | ROM: EIM NOR boot may fail if plug-in is used No fix scheduled

ERR008506 ROM: Incorrect NAND BAD Block Management [i.MX 6Dual/6Quad Only] No fix scheduled
ERR009678 ROM: SD/EMMC/NAND prematurely times out during boot [i.MX 6Dual/6Quad Only]@No fix scheduled

SATA

ERRO003761 | SATA: 9000433864—COMRESET and COMWAKE do not always contain six bursts | No fix scheduled 193

ERRO003762 | SATA: 9000450053—In SDB FIS with N-bit set, non-matching PMP field is not No fix scheduled 194
discarded

ERRO003763 | SATA: 9000448817—Soft Reset command does not SYNC-escape incoming data | No fix scheduled 195
FIS

ERR003764 | SATA: 9000447882—ERR_I bit set when PhyRdy goes low during non-data FIS No fix scheduled 196
reception

ERRO03765 | SATA: 9000447627—Global reset does not clear IS.IPS register bits when P#IS is | No fix scheduled 197
non-zero

ERRO003766 | SATA: 9000446485—phy_partial, phy_slumber incorrectly asserted for a power No fix scheduled 198

mode
ERRO003767 | SATA: 9000446482—hCccComplete cleared, incorrectly incremented No fix scheduled 199
ERRO003769 | SATA: 9000445811—Erroneous PRD interrupt assertion No fix scheduled 200
ERRO003770 | SATA: 9000451535—Hang due to FIFO count change, when FIFO is cleared No fix scheduled 201
ERRO003771 | SATA: 9000451305—Hang after incoming FIS and soft reset No fix scheduled 202
ERRO003772 | SATA: 9000451274—Power mode request collision causes assertion of phy_partial, | No fix scheduled 203
phy_slumber
ERRO003773 | SATA: 9000451526—Hang after Soft Reset and PM Request from the Device No fix scheduled 204
Only]
ERR009598 | SATA: PRD not flushed from PRD FIFO at command list underflow No fix scheduled 207
SNVS
ERRO004367 | SNVS: SNVS_LP resets to the power OFF state No fix scheduled 208
SSI
ERRO003778 | SSI: In AC97, 16-bit mode, received data is shifted by 4-bit locations No fix scheduled 209
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Table 3. Summary of Silicon Errata (continued)

Errata Name Solution Page
ERRO005764 | SSI: AC97 receive data may be wrong when clock ratio between external clock to ipg | No fix scheduled 210
is higher than 1:8
ERRO008990 | SSI: Channel swap in single FIFO mode when an underrun or overrun occurs No fix scheduled 211
uSB
ERR004534 | USB: Wrong HS disconnection may be generated after resume No fix scheduled 212
ERR006281 | USB: Incorrect DP/DN state when only VBUS is applied No fix scheduled 213
ERR006308 | USB: Host non-doubleword —aligned buffer address can cause host to hang on OUT | No fix scheduled 214
Retry
ERRO004535 | USB: USB suspend and resume flow clarifications No fix scheduled 215
ERR007881 | USB: Timeout error in Device mode No fix scheduled 216
uSDHC
ERR004364 | uSDHC: Limitations on uSDHC3 and uSDHC4 clock-gating No fix scheduled 217
ERRO004536 | uSDHC: ADMA Length Mismatch Error may occur for longer read latencies No fix scheduled 218
VPU
ERRO004345 | VPU: Wrong interrupt is generated sometimes when context switching to H.264 No fix scheduled 219
encoder, during multi-instance
ERR004349 | VPU: Cannot decode Sorenson Spark Version 0 bitstream No fix scheduled 220
ERR004361 | VPU: VPU does not work in case of smaller chunk size in SSP (streaming pump No fix scheduled 221
processing)
ERRO004363 | VPU: Causes a macro-block of P-picture decoding error No fix scheduled 222
WDOG
ERRO004346 | WDOG: WDOG SRS bit requires to be written twice No fix scheduled 223
XTAL
ERRO005777 | XTAL: In some cases, the 24 MHz oscillator start-up is slow or may fail to start No fix scheduled 224
Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016
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Table 4. Excluded ARM Errata

ARM Errata Reference

Title

Reason why excluded from this errata
document

can cause data corruption on the first part

743625 A coherent ACP request might interfere with a |i.MX6 does not support the ACP (Accelerator
non-cacheable SWP/SWPB from the processor, | Coherency Port) hence errata not applicable.
Potentially causing deadlock

754319 A sequence of cancelled Advanced-SIMD or Errata was fixed in the Floating Point Unit (FPU)
VFP stores might deadlock Revision 0x4 which is used across i.MX6, hence

not applicable.

754320 A cancelled Advanced-SIMD or VFP load Errata was fixed in the Floating Point Unit (FPU)
multiple of more than 8 beats might deadlock | Revision 0x4 which is used across i.MX6, hence

not applicable.

745320 A Floating Point write following a failed Errata was fixed in the Floating Point Unit (FPU)
conditional read might write corrupted data Revision 0x4 which is used across i.MX6, hence

not applicable.

751469 Overflow in PMU counters may not be detected | i.MX6 does not support PMU (Performance
Monitoring Unit) hence this ARM errata is not
applicable.

751475 Parity error may not be reported on full cache |i.MX6 does not implement parity hence errata not
line access (eviction / coherent data transfer / | applicable. The parity feature is disabled by default
cp15 clean operations) and should not be enabled.

761321 MRC and MCR are not counted in event Ox68 |i.MX6 does not support PMU (Performance
Monitoring Unit) hence this ARM errata is not
applicable.

764269 Under very rare circumstances, a sequence of | ARM has not managed to reproduce the failure in
at least three writes merging in the same 64-bit | actual Silicon and no software workaround
address range might cause data corruption available for this erratum.

791420 Possible denial of service for coherent requests | Freescale cannot disclose this errata per ARM
on a cache line which is continuously written by | requirements, however software workaround has
a processor been implemented in the Freescale Linux BSP for

this erratum. OS vendors/users must approach
ARM if further information is required.

756420 Instruction Cache parity error reporting on i.MX6 does not implement parity hence errata not
PARITYFAIL[5:4] output is one cycle earlier than | applicable. The parity feature is disabled by default
the other PARITY FAIL bits and should not be enabled.

732672 An abort on the second part of a double linefill | Freescale cannot disclose this errata per ARM

requirements, however software workaround has
been implemented in the Freescale Linux BSP for
impacted devices. OS vendors/users must
approach ARM if further information is required.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

14

NXP Semiconductors




ERR005852

ERR005852 Analog: Transition from Deep Sleep Mode to LDO Bypass Mode may
cause the slow response of the VDDARM_CAP output

Description:

Normally, the VDDARM _CAP supply takes only approximately 40 usto raise to the correct
voltage when exiting from Deep Sleep (DSM) mode, if the LDO isenabled. If the LDO bypass
mode is selected, the VDDARM _CAP supply voltage will drop to approximately 0V when
entering and when exiting from DSM, even though the VDDARM _IN supply isaready stable, the
VDDARM _CAP supply will take about 2 ms to rise to the correct voltage.

Projected Impact:
ARM core might fail to resume.

Workarounds:

The software workaround to prevent thisissueit to switch to analog bypass mode (OX1E), prior to
entering DSM, and then, revert to the normal bypass mode, when exiting from DSM.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
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ERR003717

ERRO003717 ARM: 740657—Global Timer can send two interrupts for the same

event

Description:

The Global Timer can be programmed to generate an interrupt request to the processor when it
reaches agiven programmed value. Dueto the erratum, when the Global Timer is programmed not
to use the auto-increment feature, it might generate two interrupt requests instead of one.

Conditions:

The Global Timer Control register is programmed with the following settings:

» Bit[3] = 1'b0— Global Timer is programmed in “single-shot” mode

* Bit[2] = 1'b1 - Global Timer IRQ generation is enabled

* Bit[1] = 1'b1 - Global Timer value comparison with Comparator registersis enabled
* Bit[0] = 1'b1 - Global Timer count is enabled

With these settings, an IRQ is generated to the processor when the Global Timer value reachesthe
value programmed in the Comparator registers.

The Interrupt Handler then performs the following sequence:
1. Readthe ICCIAR (Interrupt Acknowledge) register

2. Clear the Global Timer flag

3. Modify the comparator value to set it to a higher value
4. Writethe ICCEOIR (End of Interrupt) register

Under these conditions, due to the erratum, the Global Timer might generate a second (spurious)
interrupt request to the processor at the end of this Interrupt Handler sequence.

Projected Impact:

The erratum creates spurious interrupt requests in the system.

Workarounds:

Because the erratum only happens when the Global Timer is programmed in “single-shot” mode,
that is, when it does not use the auto-increment feature, afirst possible workaround could be to
program the Global Timer to use the auto-increment feature.

If this solution does not work, a second workaround could be to modify the Interrupt Handler to
avoid the offending sequence. Thisis achieved by clearing the Global Timer flag after having
incremented the Comparator register value.

Then, the correct code sequence for the Interrupt Handler should look as below:
1. Readthe ICCIAR (Interrupt Acknowledge) register

2. Modify the comparator value to set it to a higher value

3. Clear the Globa Timer flag
4

. Clear the Pending Status information for Interrupt 27 (Global Timer interrupt) in the
Distributor of the Interrupt Controller.
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ERR003717

5. Writethe ICCEOIR (End of Interrupt) register

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not needed in the BSP. Functionality or mode of operation in which the
erratum may manifest itself is not used. The BSP does not use ARM global timer. The
configuration and logic of the kernel does not make use of the Global Timer. If the Global timer is
used, the workaround documented by ARM should be followed. Due to limitations of thistimer
specifically inlow power mode operation we do not recommend the use of this ARM Global timer.
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ERR003718

ERR003718 ARM: 743622—Faulty logic in the Store Buffer may lead to data

corruption

Description:

Under very rare conditions, afaulty optimization in the Cortex®-A9 store buffer might lead to data
corruption.

Conditions:

The code sequence which exhibits the failure requires at |east five cacheable writes in 64-bit data
chunk:

» Three of the writes must be in the same cache line

» Another write must be in adifferent cache line

» All of the above four writes hit in the L1 data cache

« Afifthwriteisrequired in any of the above two cache linesthat fully writes a 64-bit data chunk

With the above code sequence, under very rare circumstances, thisfifth write might get corrupted,
with the written data either being lost, or being written in another cache line.

The conditions under which the erratum can occur are extremely rare, and require the coincidence
of multiple events and states in the Cortex-A9 micro-architecture.

Asan example: let’'sassume A, A', A", and A"’ are dl in the same cache line—B and B’ arein
another cache line. The following code sequence might trigger the erratum:

STR A

STR A’

STR A"’

STR B

STR A’’’ (or STR B')
At thetimewherethefirst four STR arein the Cortex-A9 store buffer, and the fifth STR arrives at
avery precise cyclein the Store Buffer input stage, then the fifth STR might not seeits cacheline
dependency on the previous STR instructions. Because of this, in cases when the cache line A or
B getsinvalidated dueto acoherent request from another CPU, thefifth STR might writein afaulty
cache line, causing data corruption.

An aternative version of the erratum might happen even without a coherent request — In the case
when thefifth STRisa64-bit writein the samelocation asoneof A, A’, A, then the erratum might
also be exhibited. Note that thisis a quite uncommon scenario because it requires afirst writeto a
memory location that isimmediately and fully overwritten.

Projected Impact:

When it occurs, this erratum creates a data corruption.

Workarounds:

A software workaround is available for this erratum that requires setting bit[6] in the
undocumented Diagnostic Control register, placed in CP15¢150c0 1.

The bit can be written in Secure state only, with the following Read/M odify/Write code sequence:
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ERR003718

MRC pl15,0,rt,cl5,c0,1

ORR rt,rt,#0x40

MCR pl15,0,rt,cl5,c0,1
When this bit is set, the “fast lookup” optimization in the Store Buffer is disabled, which will
prevent the failure to happen.

Setting this bit has no visible impact on the overall performance or power consumption of the
processor.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround implemented in Linux BSP codebase (UBOOT) starting in release
imx_3.0.35_4.1.0.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

NXP Semiconductors 19



ERRO003719

ERR003719 ARM/MP: 751469 — Overflow in PMU counters may not be detected

Description:

Overflow detection logic in the Performance Monitor Countersis faulty, and under certain timing
conditions, the overflow may remain undetected. In this case, the Overflow Flag Status register
(PMQOV SR) isnot updated asit should, and no interrupt isreported on the corresponding PMUIRQ
line.

It isimportant to notice that the Cycle counter is not affected by this erratum.

Projected Impact:

PMU overflow detection is not reliable.

Workarounds:

The mainworkaround for thiserratumisto poll the performance counter. The maximum increment
inasingle cycle for agiven event is 2. Therefore, polling can be infrequent as no counter can
increment by more than 2°32 in fewer than 2 billion cycles.

If the main usage model for performance countersis collecting values over along period, then
polling can be used to collect values (and reset the counter) rather than waiting for an overflow to
occur. Polling can be done infrequently and overflow avoided.

If the main usage model for performance counters relies on presetting the counter to some value
and waiting for an overflow to occur, then polling can be used to detect when an overflow event
has been missed. An overflow can be determined to have been missed if the unsigned value in the
counter is less than the value preset into the counter. Again, polling can be done infrequently
because of the number of cyclesit would need for this check to fail. In the case that the erratum
was triggered and an overflow event was missed, that counter sample can be thrown away or the
true value can be reconstructed.

An aternative workaround is to configure two counters to be triggered by the same event,
staggering their initial count values by 1. Thiswill result in the rollover being triggered by at least
counter.

This alternative workaround works for all Cortex-A9 events but the three following ones, due to
the fact these three events can increment by 2 in asingle cycle:

- 0x68 — Instructions coming out of the core renaming stage

- 0x73 — Floating-point instructions

- OX74 —NEON instructions

For these 3 events, only the first workaround is applicable to fix the defect.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround is not needed because this erratum will not be encountered in normal device
operation. The Freescale Linux BSP does not support thisoptional profiling feature. Usersmay add
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ERRO003719

support for this profiling feature as required, but should ensure the multiple errata impacting the
ARM PMU are considered especially for multi-core usage.
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ERRO003720

ERR003720 ARM/MP: 751472—An interrupted ICIALLUIS operation may prevent
the completion of a following broadcast operation

Description:

In an MPCore configuration with two or more processors working in SMP mode with maintenance
operation broadcast enabled, if a processor isinterrupted while executing an ICIALLUIS
operation, and performs another broadcast maintenance operation during its Interrupt Service
Routine, then this second operation might not be executed on other processors in the cluster.

Conditions:

The erratum requires an MPCore configuration with two or more CPUs working in SMP mode.
One processor has interrupts enabled, and Cache and TLB maintenance broadcast enabled too
(ACTLR.FW=1'b1). This processor executes an ICIALLUIS (invalidates all instruction caches
Inner Shareable to Point of Unification). Thisinstruction is executed on the processor, and also
broadcast to other processorsin the MPCore cluster. The processor then receives an interrupt (IRQ
or FIQ), which interrupts the ICIALLUIS operation.

During the Interrupt Service Routine, the processor executes any other Cache or TLB maintenance
operation which isalso broadcast to other processorsin the MPCore cluster. If the other processors
in the cluster receive this second maintenance operation before having completed the first
ICIALLUIS operation, then the erratum occurs, asthe other processorswill not execute the second
maintenance operation. Thisis because there is no “stacking” mechanism for acknowledge
answers between the processors, so that the acknowledge request sent to signify the completion of
the ICIALLUISwill be interpreted by the originating processor as an acknowledge for the second
mai ntenance operation.

Projected Impact:

Due to the erratum, the processor might end up with corrupted entriesin the Cache or inthe TLB,
leading to possible failures in the system.

Workarounds:
A software workaround is available for this erratum that involves setting bit[11] in the
undocumented Diagnostic Control register, placed in CP15 ¢15 0 c0 1.
Thisbit can be written in Secure state only, with the following Read/M odify/Write code sequence:

MRC pl5,0,rt,cl5,c0,1
ORR rt,rt,#0x800
MCR pl15,0,rt,cl5,c0,1
When it is set, this bit prevents CP15 maintenance operations to be interrupted.

Using this software workaround is not expected to cause any visible impact on the system.

Proposed Solution:
No fix scheduled
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ERR003720

Linux BSP Status:

Software workaround implemented in Linux BSP codebase (UBOQT) starting in release
imx_3.0.35_4.1.0.
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ERR003721

ERR003721 ARM: 751473—Under very rare circumstances, Automatic Data
prefetcher can lead to deadlock or data corruption

Description:
Under very rare timing circumstances, the automatic Data prefetcher might cause address hazard
issues, possibly leading to a data corruption or a deadlock of the processor.

Conditions:

The erratum can only happen when the Data Cache and MMU are enabled in the following cases:

» On al memory regions marked as Write-Back Non-Shared, when the Data Prefetcher inL1is
enabled (ACTLR[2]=1"bl), regardless of the ACTLR.SMP bhit.

* On al memory regions marked as Write-Back Shared, when the Data Prefetch HintinL2 is
enabled (ACTLR[1]=1"b1), and when the processor isin SMP mode (ACTLR.SMP=1'b1).
Projected Impact:
When the bug happens, a data corruption or a processor deadlock can happen.

Workarounds:

The workaround for this erratum requires not enabling the automatic Data Prefetcher by keeping
ACTRL[2:1]=2 b00, which isthe default value on exit from reset.

Although this feature might show significant performance gain on afew synthetic benchmarks, it
usually has no impact on real systems. It means, this workaround is not expected to cause any
visible impact on final products.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not needed in the BSP. Functionality or mode of operation in which the
erratum may manifest itself is not used. Linux BSP keeps ACTRL[2:1]=2"b00.
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ERR003723

ERR003723 ARM: 751476—May miss a watchpoint on the second part of an
unaligned access that crosses a page boundary

Description:

Under rare conditions, awatchpoint on the second part of an unaligned accessthat crossesa4 KB
page boundary and that is missed in the micro-TLB for the second part of its request might be
undetected.

The erratum requires a previous conditional instruction that accesses the second 4 KB memory
region (= where the watchpoint is set), is missed in the micro-TLB, and is condition failed. The
erratum also requires that no other micro-TLB miss occurs between this conditional failed
instruction and the unaligned access. Thisimplies that the unaligned access must hit in the
micro-TLB for the first part of its request.

Projected Impact:
A valid watchpoint trigger is missed.

Workarounds:

In case, awatchpoint is set on any of the first 3 bytes of a4 KB memory region, and unaligned
accesses are not being faulted, then the erratum might happen.

Theworkaround then requires setting aguard watchpoint on the last byte of the previous page, and
dealing with any “false positive” matches as and when they occur.

Proposed Solution:
No fix scheduled

Linux BSP Status:

The Linux BSP does not use this debug feature—the ARM workaround should be followed.
Software workaround is not needed because this erratum will not be encountered in normal device
operation.
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ERRO003724

ERR003724 ARM: 754322—Possible faulty MMU translations following an ASID

switch

Description:

A microTLB entry might be corrupted following an ASID switch, possibly corrupting subsequent
MMU trandations.

The erratum requires execution of an explicit memory access, which might be speculative. This
memory access missesin the TLB and cause atrand ation table walk. The erratum occurs when the
trandation table walk starts before the ASID switch code sequence, but completes after the ASID
switch code sequence. In this case, anew entry isallocated in the microTLB for the TLB entry for
this trandation table walk, but corresponding to the old ASID. Because the microTLB does not
record the ASID value, the new MMU trandation, which should happen with the new ASID
following the ASID switch, might hit this stale microTLB entry and become corrupted.

Note that there is no Trustzone Security risk because the Security state of the accessisheld in the
microTL B, and cannot be corrupted.

Projected Impact:

The errata might cause MMU trandlation corruptions.

Workarounds:

The workaround for this erratum involves adding a DSB in the ASID switch code sequence. The
ARM architecture only mandates | SB before and after the ASID switch. Adding aDSB prior to the
ASID switch ensuresthat the Page Table Walk completes prior to the ASID change, so that no stale
entry can be allocated in the micro-TLB.

The examplesin the ARM Architecture Reference Manual for synchronizing the change in the
ASID and TTBR need to be changed as follows:

The sequence:

Change ASID to 0
ISB
Change Translation Table Base Register
ISB
Change ASID to new value
becomes

DSB
Change ASID to 0
ISB
Change Translation Table Base Register
ISB
DSB
Change ASID to new value
the sequence:

Change Translation Table Base Register to the global-only mappings
ISB
Change ASID to new value

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

26

NXP Semiconductors



becomes

ISB
Change Translation

Change Translation
ISB
DSB
Change ASID to new
ISB
Change Translation

and the sequence:

becomes

Set TTBCR.PDO = 1
ISB

Change ASID to new
Change Translation
ISB

Set TTBCR.PDO

1]
o

Set TTBCR.PDO
ISB

DSB

Change ASID to new
Change Translation
ISB

Set TTBCR.PDO = 0

Il
=

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.

Table

Table

value

Table

value
Table

value
Table

ERR003724

Base Register to new value

Base Register to the global-only mappings

Base Register to new value

Base Register to new value

Base Register to new value
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ERRO003725 ARM: 725631—ISB is counted in Performance Monitor events 0x0C
and 0x0D

Description:

The ISB isimplemented as a branch in the Cortex-A9 micro-architecture. Thisimpliesthat events
0x0C (software change of PC) and 0xOD (immediate branch) are asserted when an 1SB occurs. This
is not compliant with the ARM architecture.

Projected Impact:

The count of events 0xOC and 0xOD are not 100% precise when using the Performance Monitor
counters, due to the ISB being counted in addition to the real software changesto PC (for 0x0C)
and immediate branches (0x0D).

The erratum also causes the corresponding PMUEVENT bitsto togglein case an 1SB is executed.
« PMUEVENT[13] relates to event 0OxOC
* PMUEVENT[14] relates to event 0xOD

Workarounds:

Count ISB instructions along with event 0x90. The user should subtract this ISB count from the
results obtained in events 0XxOC and 0x0D, to obtain the precise count of software change of PC
(0xOC) and immediate branches (0x0D).

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround is not needed because this erratum will not be encountered in normal device
operation.The Freescale Linux BSP does not support thisoptional profiling feature. Users may add
support for this profiling feature as required, but should ensure the multiple errata impacting the
ARM PMU are considered especially for multi-core usage.
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ERR003726 ARM: 729817—MainlD register alias addresses are not mapped on
Debug APB interface

Description:

The ARM Debug Architecture specifies registers 838 and 839 as “ Alias of the MainID register”.
They should be accessible through the APB Debug interface at addresses 0xD18 and OxD1C.

In Cortex-A9, the two alias addresses are not implemented. A read access at any of these two
addresses returns 0O, instead of the MIDR value.

Note that read accesses to these two registers through the internal CP14 interface are trapped to
UNDEF, which iscompliant with the ARM Debug architecture. So, the erratum only appliesto the
alias addresses through the external Debug APB interface.

Projected Impact:

If the debugger or any other external agent triesto read the MIDR register using the alias addresses,
it will get afaulty answer (0x0), which can cause all sorts of malfunction in the debugger
afterwards.

Workarounds:

The workaround for this erratum requires always accessing the MIDR at its original address,
0xD00, and not at any of its alias addresses.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround is not needed because this erratum will not be encountered in normal device
operation.
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ERRO003727

ERR003727 ARM: 729818—In debug state, next instruction is stalled when sdabort
flag is set, instead of being discarded

Description:

When the processor isin debug state, an instruction written to the ITR after a Load/Store
instruction that aborts gets executed on clearing the SDABORT _|, instead of being discarded.

Projected Impact:

Different failures can happen due to the instruction being executed when it should not. In most
cases, it is expected that the failure will not cause any significant problem.

Workarounds:
There are a selection of workarounds with increasing complexity and decreasing impact. In each
case, the impact isaloss of performance when debugging:
* Do not use stall mode
* Do not use stall mode when doing |oad/store operations

» Alwayscheck for asticky abort after issuing aload/store operation in stall mode (the cost of this
probably means the above second workaround is a preferred alternative)

» Alwayscheck for asticky abort after issuing aload/store operation in stall mode, beforeissuing
any further instructions that might corrupt important target state (such as, further load/store
instructions, instructions that writeto “live’ registers [VFP, CP15, etc.])

Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround is not needed because this erratum will not be encountered in normal device
operation.
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ERR003728
ERR003728 ARM: 740661—Event 0x74 / PMUEVENT[38:37] may be inaccurate

Description:

Event 0x74 counts the total number of Neon instructions passing through the register rename
pipeline stage. Due to the erratum, the “stall” information is not taken into account. So, one Neon
instruction that remainsfor n cyclesin the register rename stageis counted as n Neon instructions.
As a consequence, the count of event 0x74 might be corrupted, and cannot be relied upon. The
event isalso reported externally on PMUEVENT][38:37], which suffers from the same inaccuracy.

Projected Impact:

Theimplication of thiserratum isthat Neon instructions cannot be counted reliably inthe versions
of the product that are affected by this erratum.

Workarounds:

No workaround is possible to achieve the required functionality of counting how many Neon
instructions are executed (or renamed) in the processor.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround is not needed because this erratum will not be encountered in normal device
operation. The Freescale Linux BSP does not support thisoptional profiling feature. Usersmay add
support for this profiling feature as required, but should ensure the multiple errata impacting the
ARM PMU (Performance Monitoring Unit) are considered especially for multi-core usage.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

NXP Semiconductors 31



ERR003729
ERR003729 ARM: 740663—Event 0x68 / PMUEVENT[9:8] may be inaccurate

Description:

Event 0x68 counts the total number of instructions passing through the register rename pipeline
stage. Under certain conditions, some branch-related instructions might pass through this pipeline
stage without being counted. As a consequence, event 0x68 might be inaccurate, lower than
expected. The event isalso reported externally on PMUEV ENT/[9:8], which suffersfrom the same
inaccuracy.

Conditions:

The erratum occurs when the following conditions are met:
* Eventsare enabled
* Oneof the PMU countersis programmed to count event 0x68 — number of instructions passing
through the register rename stage. Alternatively, an external component counts, or relies on,
PMUEVENT[9:8].
» A program, containing the following instructions, is executed:
— A Branch immediate, without Link
— AnISB instruction
— AnHB instruction, without Link and without parameter, in Thumb2EE state
— AN ENTERX or LEAVEX instruction, in Thumb2 or Thumb2EE state
» The program executed is causing some stalls in the processor pipeline
Under certain timing conditions specific to the Cortex-A9 micro-architecture, acycle stall in the
processor pipeline might “hide” the instructions mentioned above, thus ending with a corrupted
count for event 0x68, or a corrupted value on PMUEVENT][9:8] during this given cycle. If the
“hidden” instruction appearsin aloop, the count difference can be significant.
As an example, let’s consider the following loop:

loop mcr 15, 0, r2, cr9, crl2, {4}

adds r3, #1

cmp.w r3, #loop number

bne.n loop
The loop contains four instructions; so, the final instruction count should (approximately) be four
times the number of executed loops. In practice, the MCR is causing a pipeline stall that “hides”
the branch instruction (bne.n); so, only three instructions are counted per loop, and the final count
appears as three times the number of executed |oops.

Projected Impact:
The implication of this erratum is that the values of event 0x68 and PMUEVENT[9:8] are
imprecise, and cannot be relied upon.

Workarounds:

No workaround ispossibleto achieve the required functionality of counting how many instructions
are precisely passing through the register rename pipeline stage.
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Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround is not needed because this erratum will never be encountered in normal
device operation.The Freescale Linux BSP does not support this optional profiling feature. Users
may add support for this profiling feature as required, but should ensure the multiple errata
impacting the ARM PMU (Performance Monitoring Unit) are considered especially for multi-core

usage.
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ERRO003730 ARM: 743623—Bad interaction between a minimum of seven PLDs

and one Non-Cacheable LDM can lead to a deadlock

Description:

Under very rare circumstances, a deadlock can happen in the processor when it is handling a
minimum of seven PLD instructions, shortly followed by one LDM to an uncacheable memory
location.

The LDM istreated as uncacheable in the following cases:

* TheLDM is performed while the Data Cache is OFF

» TheLDM istargeting amemory region marked as Strongly Ordered, Device, Normal Memory
Non-Cacheable, or Normal Memory Write-Through

» TheLDM istargeting amemory region marked as Shareable Normal Memory Write-Back, and
the CPU isin AMP mode.

Conditions:

The code sequence that exhibitsthis erratum requires at |east seven PLDs, shortly followed by one
LDM, to an uncacheable memory region. The erratum happens when the LDM appearson the AXI
bus before any of the seven PLDs. This can possibly happen if thefirst PLD isamissin the
micro-TLB; in that case, it needs to perform a TLB request which might not be serviced
immediately because the mainTLB is already performing a Page Table Walk for another resource
(for example, instruction side), or because the PLD request itself to the mainTLB is missing and
causing a Page Table Walk.

Also note that the above conditions are not sufficient to recreate the failure, as additional rare
conditions on the internal state of the processor are necessary to exhibit the errata.

Projected Impact:

The erratum might create a processor deadlock. However, the conditions that are required for this
to occur are extremely unlikely to occur in real code sequences.

Workarounds:

The primary workaround might be to avoid the offending code sequence, that is, not to use
uncacheable LDM when making intensive use of PLD instructions.

In case the above workaround cannot be done, another workaround for this erratum can be to set
bit[20] in the undocumented Control register, whichis placed in CP15 c15 0 c0 1.

This bit needs to be written with the following Read/M odify/Write code sequence:

MRC pl5,0,r0,cl5,c0,1

ORR r0,r0,#0x00100000

MCR pl15,0,r0,cl1l5,c0,1
Setting this bit causes all PLD instructions to be treated as NOPs, with the consequence that code
sequences usually using the PLDs, such as the memcpy() routine, might suffer from avisible

performance drop.
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Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not needed in the BSP. Functionality or mode of operation in which the
erratum may manifest itself is not used. Users should check their custom OS and either avoid the
code sequence or apply the ARM recommended workaround. The ARM recommended
workaround does have a performance impact.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

NXP Semiconductors 35



ERR003731

ERR003731 ARM: 743626—An imprecise external abort, received while the
processor enters WFI, may cause a processor deadlock

Description:

An imprecise external abort received while the processor is ready to enter into WFI state might
cause a processor deadlock.

Explicit memory transactions can be completed by inserting a DSB before the WFI instruction.
However, this does not prevent memory accesses generated by previously issued PLD instructions
page table walks associated with previously issued PLD instructions or as aresult of the PLE
engine.

If an external abort is returned as aresult of one of these memory accesses after executing a WFI
instruction, the processor can cause a deadlock.

Projected Impact:

In case, the non-explicit memory request receives an external imprecise abort response while the
processor is ready to enter into WFI state, the processor might cause a deadlock.

In practical systems, it is not expected that these memory transactions will generate an external
abort, as external aborts are usually a sign of significant corruption in the system.

Workarounds:

A possible workaround for this erratum is to protect all memory regions that can return an
imprecise external abort with the correct MMU settings, to prevent any external aborts.

Proposed Solution:
No fix scheduled

Linux BSP Status:

The BSP uses correct MMU settings and does not present conditions that can cause an imprecise
external abort. BSP has exception handlers for such aborts.
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ERRO003732 ARM: 751471—DBGPCSR format is incorrect

Description:

About the DBGPCSR register, the ARM architecture specifies that:

» DBGPCSR[31:2] contains sampled value of bits[31:2] of the PC.
The sampled value is an instruction address plus an offset that depends on the processor
instruction set state.

» DBGPCSR[1:0] containsthe meaning of PC sample value, with the following permitted val ues:
— 0b00 ((DBGPCSR[31:2] << 2) - 8) references an ARM state instruction
— Obx1 ((DBGPCSR[31:1] << 1) - 4) references a Thumb or ThumbEE state instruction
— 0Obl10 IMPLEMENTATION DEFINED

Thisfield encodes the processor instruction set state, so that the profiling tool can calculatethetrue
instruction address by subtracting the appropriate offset from the value sampled in bits[31:2] of
the register.

In Cortex-A9, the DBGPCSR samples the target address of executed branches (but possibly till
speculative to data aborts), with the following encodings:

» DBGPCSR[31:2] contains the address of the target branch instruction, with no offset
» DBGPCSR[1.:0] contains the execution state of the target branch instruction:

— 0xb00 for an ARM state instruction

— 0xb01 for a Thumb2 state instruction

— Oxb10 for a Jazelle state instruction

— 0Oxb11 for a Thumb2EE state instruction

Projected Impact:

Theimplication of thiserratum isthat the debugger tools neither rely on the architected description
for the value of DBGPCSR[1:0], nor remove any offset from DBGPCSR[31:2], to obtain the
expected PC value.

Subtracting 4 or 8 to the DBGPCSR[31:2] value would lead to an area of code that isunlikely to
have been recently executed, or that could even not contain any executable code.

The same might be true for Thumb instructions at half-word boundaries, in which case PC[1]=1
but DBGPCSR[1]=0, or ThumbEE instructions at word boundaries, with PC[1]=0 and
DBGPCSR[1]=1.

In Cortex-A9, becausethe DBGPCSR isawaysabranch target (= start of abasic block to thetool),
the debugger should be able to spot many of these cases and attribute the sample to theright basic
block.

Workarounds:

The debugger tools can find the expected PC value and instruction state by reading the DBGPCSR
register, and consider it as described in the Description section.
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Proposed Solution:
No fix scheduled
Linux BSP Status:

Software workaround is not needed because this erratum will never be encountered in normal
device operation. Software workaround not applicableto the BSP sinceit isadebug feature. Users
should use the ARM recommended workaround if using this debug feature in their application.
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ERRO003733 ARM: 751480—Conditional failed LDREXcc can set the exclusive
monitor

Description:

A conditional LDREX might set the internal exclusive monitor of the Cortex-A9 even when its
condition fails. So, any subsequent STREX that depends on this LDREX cc might succeed when it

should not.

Projected Impact:

Theimplication of the erratum is that a subsequent STREX might succeed when it should not. So,
the memory region protected by the exclusive mechanism can be corrupted if another agent is
accessing it at the same time.

Workarounds:
Theworkaround for this erratum can be not to use conditional LDREX aong with non-conditional
STREX.
 If no conditional LDREX is used, the erratum cannot be triggered.

 If conditional LDREX is used, the associated STREX should be conditional too with the same
condition, so that even if the exclusive monitor is set by the condition failed LDREX, the
following STREX will not be executed because it will be condition failed too. For most
situations thiswill naturally be the case anyway.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not needed in the BSP. Functionality or mode of operation in which the
erratum may manifest itself is not used.
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ERR003734 ARM: 752519—An imprecise abort may be reported twice on
non-cacheable reads

Description:

When two outstanding read memory requests to device or non-cacheable normal memory regions
areissued by the Cortex-A9, and the first one receives an imprecise external abort, then the second
access might falsely report an imprecise external abort.

Conditions:
The erratum can only happen in systems which can generate imprecise external aborts on device
or non-cacheable normal memory regions accesses.

Projected Impact:

When the erratum occurs, a second, spurious imprecise abort might be reported to the core when
it should not.

In practice, the failure is not expected to cause any significant issues to the system because

imprecise aborts are usually unrecoverable failures. Because the spurious abort can only happen

following afirst imprecise abort—either the first abort is ignored and the spurious abort is then

ignored too, or it is acknowledged and probably generates a critical failure in the system.
Workarounds:

Thereis no practical software workaround for the failure.

Proposed Solution:
No fix scheduled

Linux BSP Status:

No software workaround can be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERRO003735 ARM: 754323—Repeated Store in the same cache line may delay the
visibility of the Store

Description:

The Cortex-A9 implements a small counter that ensures the external visibility of all storesin a
finite amount of time, causing an eventual drain of the merging store buffer. Thisisto avoid an
earlier issue, where written data could potentially remain indefinitely in the Store Buffer.

This store buffer has merging capabilities, and will continue merging data as long as the write
accesses are performed inthe same cacheline. Theissuethat causesthiserratumisthat thedraining
counter is reset each time anew data merging is performed.

When a code sequence is looping, and keeps on writing data in the same cache line, then the
external visibility of the written data might not be ensured.

A livelock situation might consequently occur in case any external agent isrelying onthevisibility
of the written data, and that the writing processor cannot be interrupted while doing its writing
loop.

Conditions:

The erratum can only happen on normal memory regions.

Two example scenario, which might trigger the erratum, are described below:

» Theprocessor keeps on incrementing acounter: writing the sameword at the same address. The
external agent (possibly another processor) is polling on this address, waiting for any update of
the counter value to proceed.

The store buffer will keep on merging the updated value of the counter in its cache line, so that
the external agent will never see any updated value, possibly leading to livelock.

» The processor writes avalue in a given word to indicate completion of its task, then keeps on
writing data in an adjacent word in the same cache line.

The external agent keepson polling thefirst word memory location to check when the processor
has completed its task. The situation is the same as above, as the cache line might remain
indefinitely in the merging store buffer, creating a possible livelock in the system.

Projected Impact:
This erratum might create performance issues, or worst case livelock scenario, in case the external
agent relies on the automatic visibility of the written datain afinite amount of time.

Workarounds:

Therecommended workaround for thiserratum involvesinserting aDMB operation after thefaulty
write operation in code sequences that might be affected by this erratum. This ensures visibility of
the written data by any external agent.

Proposed Solution:
No fix scheduled
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Linux BSP Status:

Software workaround is not needed because this erratum will not be encountered in normal device
operation. However, the ARM Linux kernel common code has added the necessary DM B in places
to ensure the visibility of the written datato any external agent.The workaround for thiserratum is
toinsert aDMB operation after thefaulty write operation in code sequencesthat this erratum might
affect, to ensure the visibility of the written data to any external agent. The BSP does use DMBs
however the specific condition or scenario is not seen in kernel code.
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ERR003736 ARM: 756421—Sticky Pipeline Advance bit cannot be cleared from
debug APB accesses

Description:

The Sticky Pipeline Advance bit ishit[25] of the DBGDSCR register. Thishbit enablesthe debugger
to detect whether the processor isidle. Thisbit is set to 1 every time the processor pipelineretires
one instruction.

A write to DBGDRCRJ[3] clearsthis hit.
The erratum is that the Cortex-A9 does not implement any debug APB access to DBGDRCR[3].

Projected Impact:

Due to the erratum, the Sticky Pipeline Advance bit in the DBGDSCR cannot be cleared by the
external debugger. In practice, this makes the Sticky Pipeline Advance bit concept unusable on
Cortex-A9 processors.

Workarounds:

There is no practical workaround for this erratum. The only possible way to reset the Sticky
Pipeline Advance bit is to assert the nDBGRESET input pin on the processor. This obviously has
the side effect to reset all debug resources in the concerned processor, and any other additional
Coresight components NDBGRESET is connected to.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround is not implemented because thiserratum will never be encountered in normal
device operation.
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ERRO003737 ARM: 757119—Some “Unallocated memory hint” instructions
generate an UNDEFINED exception instead of being treated as NOP

Description:

The ARM architecture specifies that ARM opcodes of the form 11110 100X001 XXXX XXXX XXXX
XXXX Xxxx are “Unallocated memory hint (treat as NOP)” if the core supports the MP extensions,
asthe Cortex-A9 does.

The erratais that the Cortex-A9 generates an UNDEFINED exception when bits [15:12] of the
instruction encoding are different from 4'b1111, instead of treating the instruction as a NOP.

Projected Impact:

Due to the erratum, an unexpected UNDEFINED exception might be generated. In practice, this
erratum is not expected to cause any significant issue, as such instruction encodings are not
supposed to be generated by any compiler, nor used by any handcrafted program.

Workarounds:

A possible workaround for this erratum is to modify the instruction encoding with
bitg15:12]=4.b1111, so that the instruction istruly treated as a NOP by the Cortex-A9.

If the instruction encoding cannot be modified, the UNDEFINED exception handler has to cope
with this case, and emulate the expected behavior of the instruction, that is, do nothing (NOP),
before returning to normal program execution.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used. Software workaround not applicable to the BSP as
instruction encodings are not generated by compiler.
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ERR003738 ARM/MP: 751475—Parity error may not be reported on full cache line
access (eviction / coherent data transfer / cp15 clean operations)

Description:

In the Data cache, parity error detectionisfaulty. Parity error may not be not detected when theline
exits from the Data cache, due to aline replacement, or due to a coherent request from another
processor or from the ACP, or because of a CP15 cache clean operation.

Projected Impact:

Due to the erratum, a corrupted line may be evicted or transferred from the processor without the
parity error being detected and reported.

Workarounds:
Thereis no workaround for this erratum.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself is not used. Parity is not supported on i.MX 6 series. See erratum
ERR005187 regarding the BSP interaction with the parity interrupt.
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ERR003739 ARM: 751470—Imprecise abort on the last data of a cache linefill may
not be detected

Description:

Data linefills are returned as 4-beat bursts of 64-bit data on the AX1 bus. When the first three beat
of dataarevalid, and the fourth one aborts, then the abort is not detected by the processor logic and
no abort exception istaken. The processor then behaves asif no abort isreported on theline. It can
allocate the line in its Data Cache, and use the aborted data during its program flow.

Conditions:

The processor needsto work with Data Cache enabled, and access some cacheable memory regions
(Write Back, either Shared or Non-Shared).

The memory system underneath the processor needs to be able to generate aborts in this memory
region, and must be able to generate aborts with a granularity smaller than the cache line.

Projected Impact:

When the erratum triggers, the processor does not detect the abort, so it might use someinvalid
(aborted) data without entering the Data Abort exception handler as it should normally do.

Workarounds:
None

Proposed Solution:
No fix scheduled

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERRO003740 ARM/PL310: 752271—Double linefill feature can cause data
corruption [i.MX 6Dual/6Quad only]

Description:

The double linefill feature is controlled by bit 30 of the Prefetch Control Register. The L2C-310
cachelinelengthis 32-byte. Therefore, by default, on each L2 cache miss, L2C-310 issues 32-byte
linefills, 4 x 64-bit read bursts, to the L3 memory system. L2C-310 can issue 64-byte linefills
(doublelinefills), 8 x 64-bit read bursts, on an L2 cache miss. When the L2C-310 iswaiting for the
datafrom L3, it performs alookup on the second cache line targeted by the 64-byte linefill. When
it missesin the L2 cache, it identifies a victim for future allocation. If such avictim aready
contains adirty entry, the latter must be evicted before the second part of the double lin€fill is
allocated. For this purpose, the double linefill slot issues arequest to the Eviction Buffer. Dueto
this erratum, such an eviction request can be missed, leading to the loss of dirty datain the L2
cache.

Conditions:

This problem occurs when the following conditions are met:
» Thedoublelinefill featureis enabled.
* TheL2 cache contains dirty data.

Projected Impact:

When the conditions above are met and under very rare circumstances depending on the
microarchitecture of L2C-310, the request/ack scheme existing between the Eviction Buffer and
second parts of double linefill slots can go out of sync. Asaresult, the second part of adouble
linefill slot can get allocated into the L2 cache without waiting for the eviction of itsvictim. Dirty
data are then lost, leading to data corruption.

Workarounds:
The only workaround to this erratum isto disable the double lin€fill feature. Thisis the behavior
by default.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround which disables the double lin€fill feature isintegrated in Linux BSP
codebase starting in release imx_3.0.35_4.1.0.
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ERR003741 ARM/PL310: 729815—The “High Priority for SO and Dev reads”

feature can cause Quality of Service issues to cacheable read
transactions

Description:

The “High Priority for SO and Dev reads’ feature can be enabled by setting the bit[10] of the
PL310 Auxiliary Control Register to 1. When enabled, it gives priority to Strongly Ordered and
Device reads over cacheable reads in the PL310 AXI master interfaces. When PL310 receives a
continuous flow of SO or Device reads, this can prevent cacheable reads, which are missesin the
L2 cache, from being issued to the L3 memory system.

Conditions:

The erratum occurs when the following conditions are met:

» Thebit[10] “High Priority for SO and Dev reads enable” of the PL310 Auxiliary Control
Registerissetto 1

e PL310 receives acacheable read that isamissin the L2 cache

* PL310 receives acontinuous flow of SO or Devicereadsthat take all address sotsin the master
interface

Projected Impact:

When the above conditions are met, the linefill resulting from the L2 cache missis not issued till
the flow of SO/Device reads stops. Note that each PL 310 master interface has four address slots,
so that the Quality of Service issue only appears on the cacheableread, if theL1 isableto issue at
least four outstanding SO/Device reads.

Workarounds:

A workaround isonly necessary in systemsthat are ableto issue a continuous flow of SO or Device
reads. In such acase, theworkaroundisto disablethe*High Priority for SO and Dev reads’ feature.
Thisisthe behavior by default.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself is not used. The bit[10] “High Priority for SO and Dev reads
enable’ of the PL310 Auxiliary Control Register is not enabled in the BSP.
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ERRO003743 ARM/PL310: 754670—A continuous write flow can stall a read
targeting the same memory area

Description:

In the ARM L2 cache controller, PL310, hazard checking is done on bits [31:5] of the address.

When aread with Normal Memory (cacheable or not) attributes is received by PL 310, hazard
checking is performed with the active writes of the store buffer. If an address matching is detected,
the read is stalled till the write compl etes.

Due to this erratum, a continuous flow of writes can stall aread targeting the same memory area.

Conditions:

The erratum occurs when the following conditions are met:

» PL310 receives a continuous write traffic targeting the same address marked with Normal
Memory attributes
» While treating this flow, PL310 receives aread targeting the same 32-byte memory area

Projected Impact:

When the conditions above are met, the read might be stalled till the write flow stops.
Note that this erratum does not lead to any data corruption.
Note also that normal software code is not expected to contain long write sequence like the one

causing this erratum to occur.
Workarounds:
There is no workaround for this erratum. A workaround is not expected to be necessary for this
erratum either.
Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR004324 ARM/MP: 761319—Ordering of read accesses to the same memory
location may not be ensured

Description:

The ARM architecture, and general rulesof coherency, requiresreadsto the same memory location
to be observed in order.

Due to some internal replay path mechanisms, the Cortex-A9 can see aread access bypassed by a
following read accessto the same memory location, thus not observing the valuesin program order.
Conditions:

It can only happen on memory regions marked as Norma Memory Write-Back Shared.

Projected Impact:
The erratum leads to data coherency failure.

Workarounds:

Thevast majority of multi-processing codeis not written in a style which exposes the erratum. So,
the erratum is expected to affect very specific areas of code which rely on this read ordering
behavior.

A first workaround for this erratum consistsin using LDREX instead of standard LDR in volatile
memory places where a strict read ordering is required.

An alternative solution consistsin inserting aDMB between the affected L DR which requiresthis
strict ordering rule. Thisis the recommended workaround for tool chains integration.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround is not implemented because thiserratum will never be encountered in normal
device operation. Usersshould ensuretheir tool chain hasthe recommended workaround. For more
information about integrating the workaround inside tool chains, please refer to the Programmer
Advice Notice related to this erratum, ARM UAN 0004A.

(http://infocenter.arm.com/hel p/topi c/com.arm.doc.uan0004a/UANOOO4A_a9 read read.pdf)
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ERR004325 ARM/MP: 764369—Data or unified cache line maintenance operation
by MVA may not succeed on an Inner Shareable memory region

Description:

Under certain timing circumstances, a data or unified cache line maintenance operation by MVA
targeting an Inner Shareable memory region might fail to proceed up to either the Point of
Coherency or to the Point of Unification of the system. Thisislikely to affect self modifying code.

Conditions:
The erratum requires a Cortex-A9 M PCore configuration with two processors or more, working in
SMP mode, with the broadcasting of CP15 maintenance operations enabled.
The following scenario illustrates how the erratum can happen:

* One CPU performs a data or unified cache line maintenance operation by MVA targeting a
memory region that islocally dirty.

» A second CPU issues amemory request targeting this same memory location within the same
time frame.

A race condition might occur, resulting in the cache operation not being performed up to the
specified Point, either Coherency or Unification.

The following maintenance operations are affected:

DCIMVAC: Invalidate data or unified cache line by MVA to PoC

DCCMVAC: Clean data or unified cache line by MVA to PoC

DCCMVAU: Clean data or unified cache line by MVA to PoU

DCCIMVAC: Clean and invalidate data or unified cache line by MVA to PoC

The erratum might arise when the second CPU is performing either of:

» A read request resulting from any Load instruction; the Load can be a speculative one.
» A writerequest resulting from any Store instruction.

» A data prefetch resulting from a PLD instruction; the PLD might be a speculative one.

Projected Impact:

Since the cache maintenance operation is not ensured to be executed to either the Point of
Unification or the Point of Coherence, stale data might remain in the data cache, and not become
visible to other cache agents who should have gained visibility on it.

As such, self modifying code might fail, the new code sequence written into the Data Cache not
having been made visible to the Instruction Cache.

Note that the data remains coherent on the L1 Data side. Any data read from another processor in
the Cortex-A9 MPCore cluster, or from the ACP, would see the correct data. Identically, any write
from another processor in the Cortex-A9 MPCore cluster, or from the ACP, on the same cacheline,
will not cause a data corruption resulting from aloss of either data.

Note that fal se sharing on a memory region used for self modifying code is extremely unlikely to
exist. Assuch, the write operation targeting the same cache line than the cache operation occurring
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within the timing window, required to trigger this erratum, might not represent areal case. So, the
erratum trigger in the case of self modifying code is probably restricted to read operations, being
the consequence of either a speculative load, or a“blind” PLD instruction.

In addition, production of data to an agent external from the coherency domain might fail;
particularly, the data target of the cache maintenance operation might not have been made visible
to an external DMA engine when it completes. Again, false sharing on a memory region also
accessed by an external agent, likeaDMA engine, is extremely unlikely to exist. As such, the
erratum trigger, when producing data for an external DMA agent, is probably restricted to read
operations, being the consequence of either a speculative load, or a“blind” PLD instruction.

Workarounds:

To work around this erratum, ARM recommends to:

» Ensurethereis no false sharing (on a cache line size aignment) for both self modifying code
and data to be cleaned to an external agent, likea DMA engine.

» Set bit[0] in the undocumented SCU diagnostic control register located at offset 0x30 from the
PERIPHBA SE address. Setting this bit disables the “migratory bit” feature. Thisforces adirty
cache line to be evicted to the lower memory subsystem—which is both the point of coherency
and the point of unification—when it is being read by another processor. Note that this bit can
be written, but is always Read as Zero.

» Insert aDSB instruction in front of the cache maintenance operation. Note that if the cache
maintenance operation is executed within aloop with no other memory operations, ARM only
recommends adding a DSB prior to entering the loop.

Note that the atomicity between the DSB and the cache maintenance operation might not be

ensured because an interrupt may still be taken between the two instructions. However, setting the

“disablemigratory line” bit and inserting the DSB in front of the cache maintenance operation will

very significantly decrease the probability to trigger the erratum when false sharing for writes to

either self-modifying code memory regions or DMA regions, on a cache line granularity, whichis
likely to be the case.

With these workarounds, the likely occurrence of this erratum is sufficiently low that the erratum
does not limit or severely impair the intended use of specified features.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
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ERR004326 ARM/MP: 761321—MRC and MCR are not counted in event Ox68

Description:

Event 0x68 counts the total number of instructions passing through the Register rename pipeline
stage. The erratum isthat MRC and MCR instructions are not counted in this event.

The event is also reported externally on PMUEVENT(9:8], which suffers from the same defect.

Projected Impact:

The implication of this erratum is that the values of event 0x68 and PMUEVENT[9:8] are
imprecise, omitting the number of MCR and MRC instructions. The inaccuracy of the total count
depends on the rate of MRC and MCR instructions in the code.

Workarounds:

No workaround is possibleto achieve the required functionality of counting how many instructions
are precisely passing through the register rename pipeline stage, when the code contains some
MRC or MCR instructions.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself isnot used.The Freescale Linux BSP does not support this optional
profiling feature. Users may add support for this profiling feature as required, but should ensure
the multiple errataimpacting the ARM PMU (Performance Monitoring Unit) are considered
especialy for multi-core usage
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ERR004327 ARM/MP: 764319—Read accesses to DBGPRSR and DBGOSLSR may
generate an unexpected UNDEF

Description:

CP14 read accesses to the DBGPRSR and DBGOSL SR registers generate an unexpected
UNDEFINED exception when the DBGSWENABLE externa pinisset to 0, even when the CP14
accesses are performed from a privileged mode.

Projected Impact:

Due to the erratum, the DBGPRSR and DBGOSL SR registers are not accessible when
DBGSWENABLE=0.

Thisis, however, not expected to cause any significant issue in Cortex-A9 based systems because
these accesses are mainly intended to be used as part of debug over power-down sequences, which
is not afeature supported by the Cortex-A9.

Workarounds:

The workaround for this erratum consists in temporarily setting the DBGSWENABLE bit to 1 so
that the DBGPRSR and DBGOSL SR registers can be accessed as expected.

Thereis no other workaround for this erratum.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround isnot implemented because thiserratum will never be encountered in normal
device operation. Usersthat require this debug feature should implement the recommended ARM
workaround.
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ERRO005175 ARM/MP: 771221—PLD instructions may allocate data in the Data
Cache regardless of the Cache Enable bit value

Description:

Preload Data (PLD) instructions prefetch and allocate any data marked as Write-Back (either
Write-Allocate or Non-Write-Allocate, Shared or Non-Shared), regardless of the processor
configuration settings, including the Data Cache Enable bit value.

Projected Impact:
Due to this erratum, unexpected memory cacheability aliasing is created which might result in
various data consistency issues.

In practice, this erratum is not expected to cause any significant issue. The Data Cacheis expected
to be enabled as soon as possiblein most systems, and not dynamically modified. So, only boot-up
code would possibly beimpacted by thiserratum, but such codeisusually carefully controlled and
not expected to contain any PLD instruction while Data Cache is not enabled.

Workarounds:

In the case where a system isimpacted by this erratum, a software workaround is available which
consistsin setting bit [20] in the undocumented Control register, which isplaced in CP15¢150c0
1.

This bit needs to be written with the following Read/M odify/Write code sequence:

MRC p15,0,r0,c15,c0,1

ORR r0,r0,#0x00100000

MCR p15,0,r0,c15,c0,1

Setting this bit causes all PLD instructions to be treated as NOPs, with the consequence that code
sequences usually using the PLDs, such as the memcpy() routine, might suffer from avisible

performance drop. So, if thisworkaround is applied, ARM strongly recommends restricting its
usage to periods of time where the Data Cache is disabled.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used. The BSP does not dynamically enable/disable data
cache during run-time and thus avoids the PLD instruction with the data cache off.
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ERR005183 ARM/MP: 771224—Visibility of Debug Enable access rights to
enable/disable tracing is not ensured by an ISB

Description:
According to the ARM architecture, any change in the Authentication Status Register should be
made visible to the processor after an exception entry or return, or an 1SB.

Although thisis correctly achieved for all debug-related features, the ISB is not sufficient to make
the changes visibleto the trace flow. Asaconsequence, the WPTTRACEPROHIBITEDnN signal (s)
remain stuck to their old value up to the next exception entry or return, or to the next serial branch,
even when an ISB is executed.

A serial branch is one of the following:
» Dataprocessing to PC with the S bit set (for example, MOV S pc, r14)
e LDM pc/
Projected Impact:
Due to the erratum, the trace flow might not start or stop, as expected by the program.

Workarounds:

To work around the erratum, the | SB must be replaced by one of the events causing the change to
be visible. In particular, replacing the ISB by aMOV S PC to the next instruction will achieve the
correct functionality.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Softwareworkaround isnot implemented because this erratum will never be encountered in normal
device operation. Users should use ARM recommended workaround if using this debug trace
feature.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

56 NXP Semiconductors



ERR005185

ERR005185 ARM/MP: 771225—Speculative cacheable reads to aborting memory
region clear the internal exclusive monitor, may lead to livelock

Description:

On Cortex-A9, when a cacheable read receives an external abort, the aborted lineis allocated as
invalid in the Data Cache, and any allocation in the Data Cache clears the internal exclusive
monitor.

So, if aprogram executes aL DREX/STREX |oop which keeps on receiving an abort answer in the
middle of the LDREX/STREX sequence, then the LDREX/STREX sequence never succeeds,
leading to a possible processor livelock.

As an example, the following code sequence might exhibit the erratum:
loop LDREX

DSB
STREX
CMP
BNE loop

LDR (into aborting region)

The LDREX/STREX does not succeed on the first pass of the loop, and the BNE is mispredicted,
so, the LDR afterwards is speculatively executed.

So, the processor keeps on executing:

LDR to aborting region (this speculative LDR now appears “before” the LDREX and DSB)
LDREX

DSB

STREX

The LDR missesin L1, and never gets allocated as valid because it is aborting

The LDREX is executed, and sets the exclusive monitor

The DSB is executed. It waits for the LDR to complete, which aborts, causing an allocation (as
invalid) in the Data Cache, which clears the exclusive monitor

The STREX is executed, but the exclusive monitor is now cleared, so the STREX fails

The BNE might be mispredicted again, so the LDR is speculatively executed again, and the code
loops back on the same failing LDREX/STREX sequence.

Conditions:

The erratum happens in systems which might generate external abortsin answer to cacheable
memory requests.
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Projected Impact:

If the program reaches a stable state where the internal exclusive monitor keeps on being cleared
in the middle of the LDREX/STREX sequence, then the processor might encounter a livelock
situation.

In practice, this scenario seems very unlikely to happen because several conditions might prevent
the erratum from happening:

» Usua LDREX/STREX code sequences do not contain any DSB, so that it isvery unlikely that
the system would return the abort answer precisely in the middle of the LDREX/STREX
sequence on each iteration.

» Someexterna irritators (for example, interrupts) might happen and cause timing changes which
might exit the processor from its livelock situation.

» Branch prediction is very usually enabled, so the final branch in the loop will usualy be
correctly predicted after afew iterations of the loop, preventing the speculative LDR to be
issued, so that the next iteration of the LDREX/STREX sequence will succeed.

Workarounds:

The following two workarounds are available for this erratum:
» Turn on the branch prediction.

* Remove the DSB in the middle of the LDREX/STREX sequence. If aDSB istruly required, it
is strongly recommended to place it before the LDREX/STREX sequence, and implement the
LDREX/STREX sequence as recommended by the ARM architecture.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround implemented in Linux BSP codebase in all releases. Software workaround
isto enable branch prediction which is enabled by default in the BSP GA release.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

58 NXP Semiconductors



ERR005187

ERR005187 ARM/MP: 771223—Parity errors on BTAC and GHB are reported on
PARITYFAIL[7:6], regardless of the Parity Enable bit value

Description:
PARITYFAIL signal bits[7] and [6] are expected to report parity errors occurring on the BTAC
and GHB RAMSs, when the parity error detection logic is enabled (ACTLR[9]=1"b1).

The erratum isthat the Parity Enable bit, ACTLR[9], is not taken into account by thelogic driving
PARITYFAIL[7:6]. As aconsequence, any parity error on the BTAC or GHB RAM will be
reported on PARITYFAIL[7] or [6], even when parity error detection is not enabled.

Conditions:

The erratum happens on al configurations that have implemented parity support on the BTAC or
GHB RAMswhen dynamic branch prediction is enabled (SCTLR[11]=1"b1l).

Projected Impact:
Due to the erratum, unexpected parity errors might be reported when parity is not enabled, if any
parity error happens on the BTAC or GHB RAMs.

Note that implementing parity error detection is not mandatory on the BTAC and GHB RAMs
because such errors might cause a branch mispredict, but no functional failure.

In systems which are implementing parity error detection on the BTAC and GHB RAMS, the
erratum is not expected to cause any significant issue because parity islikely to be enabled very
soon in the boot process.

Workarounds:

Because parity errors on the BTAC and GHB RAMs are not reported when the dynamic branch
prediction is not enabled, the workaround consistsin enabling parity error detection (ACTLR[9]),
prior to enabling dynamic branch prediction (SCTLR[11]).

In systems where branch prediction is enabled while parity error detection remains disabled, the
workaround consists in ignoring any assertion on the PARITY FAIL[7:6] bits.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not needed in the BSP. Functionality or mode of operation in which the
erratum may manifest itself is not used. BSP ignores any assertion on the PARITY FAIL[7:6] bits
by masking the ARM -GIC parity interrupt 125.

Please note that the i.M X6 does not support the parity feature and hence should not be enabled.
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ERR005198 ARM/PL310: 780370—DATAERR, TAGERR, and Tag parity errors are
incorrectly sampled by the eviction buffer, leading to data corruption

Description:

The PL310 L2 cache controller implements error logic to indicate errors have occurred when
accessing the L2 cache RAM array. The following error information is available when accessing
the RAM array:

* DATAERR (or DATAERR][3:0] if data banking is implemented) from Data RAM

» TAGERR[7:0] (or TAGERR[15:0] if 16 ways are implemented) from Tag RAM

» Parity error on Tag or Data RAM if parity isimplemented

Thisinformation is associated with each individual RAM access, and is only meant to be sampled
by the PL310 internal access requestor at precise cycles, depending on the programmablelatencies

of the accessed RAM (see Technical Reference Manual (TRM) for more information on RAM
latencies).

More specifically, when an eviction is handled by the PL310 eviction buffer, both Tag and Data
RAMs are accessed to get the whole eviction information. When either DATAERR or TAGERR is
asserted high, or atag parity error is detected during that process, the error information is captured
by the eviction buffer, which cancels the corresponding eviction as aresullt.

Due to this erratum, the eviction buffer can incorrectly sample error information. As aresult, an
eviction can be wrongly cancelled and dirty data can be lost, leading to data corruption.

Note that data parity error is not part of this erratum. The reason is that this type of error
information is not taken into account by the eviction buffer. This meansthat an eviction is always
sent to the L3 memory system, regardless of whether a Data parity error has been detected or not,
when accessing its datain the L2 cache.

Conditions:

The erratum occurs when the following conditions are met:
» TheL2 cache contains dirty cache lines

» Theeviction buffer accesses Tag and Data RAMs to get dirty cache line information before
replacement

» Whilethe eviction buffer accesses the RAMS, atag parity error is detected, or DATAERR or
TAGERR are asserted HIGH, but this error information is not meant to be captured by the
eviction buffer (it may be directed to another PL310 block or DATAERR may be transiently
asserted high before the end of the Data RAM latency period)

» Theeviction buffer incorrectly samples the error information and cancels the corresponding
eviction

Projected Impact:

When the above conditions are met, dirty data can be lost, leading to data corruption.
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The implications of this data corruption depend on the error information and the PL310
configuration. All caseslisted below need to be carefully assessed to know the exact impact of the
erratum on a particular system.

DATAERR

In a system where DATAERR istied low, this erratum does not apply asfar as DATAERR is
concerned.

In a system not implementing banking on the Data RAM and not driving DATAERR constantly
low, the eviction buffer can sample transient and unstable high values of DATAERR, even if there
isactually no expected error reported to PL310. This case is the most serious consequence of this
erratum because it leads to a silent data corruption without any actual data error.

In a system using DATAERR for indicating Data RAM error and implementing banking on the
DataRAM, the eviction buffer can only sample atrue error coming from the DataRAM. However,
this error may actually target another PL310 sub-block or another eviction slot. The erratum can
thus still lead to data corruption, but the latter must be put in perspective relative to the true data
error the overall systemisfacing. Thisisup to the system to assess how seriousthe data corruption
is compared to the RAM error.

TAGERR

In a system where TAGERR istied low, this erratum does not apply asfar as TAGERR is
concerned.

In asystem using TAGERR for indicating Tag RAM error, the eviction buffer can only sample a
true error coming from the Tag RAM. However, this error may actually target another PL310
sub-block or another eviction slot. The erratum can thus still lead to data corruption, but the latter
must be put in perspective relative to the true tag error the overall system isfacing. Thisisup to
the system to assess how serious the data corruption is compared to the RAM error.

Tag parity error
In a system not implementing parity configuration in PL310, this erratum does not apply asfar as
the tag parity error is concerned.

In asystem implementing parity, the eviction buffer can only sample atruetag parity error detected
by the PL310 parity logic. However, this error may actually target another PL 310 sub-block or
another eviction slot. The erratum can thus till 1ead to adata corruption, but the latter must be put
in perspective relative to the true parity error the overall system isfacing. Thisis up to the system
to assess how serious the data corruption is compared to the error.

Workarounds:

The following two software workarounds are available for systems affected by this erratum:
» Usewrite-through memory attributes for all cacheable accesses targeting PL310.

» Disable the logic responsible for generating RAM errors. This can imply disabling parity in
PL 310 and/or disabling DATAERR and TAGERR generation in the RAM array, depending on
the implementation.

Proposed Solution:
No fix scheduled
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Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used. The erratum only affects configurations which
implement the parity support option. i.MX6 parity is not supported. In the Freescale Linux
implementation, the parity error detection is disabled and GIC parity interrupt 125, is masked in
the BSP. The parity feature is disabled by default and should not be enabled.
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ERR005199 ARM/MP: 769419—No automatic Store Buffer drain, visibility of
written data requires an explicit Cache Sync operation [i.MX
6Dual/6Quad Only]

Description:

The PL310 Store Buffer does not have any automatic draining mechanism. Any written data might
consequently remain in this buffer, invisible to the rest of the system. In case an L3 external agent
keeps on polling this memory location, waiting to see the update of the written data to make any
further progress, then a system livelock might happen.

Conditions:

The erratum can only happen on Normal Memory regions. The following scenario is an example
which can exhibit the erratum, where an L 3 agent might loop infinitely waiting for the notification
from CPU for an unbounded amount of time:

* AnL3agent iswaiting for notification from CPU before making progress.

» CPU attached to PL310 issues such notification via a write access, which stays in PL310 store
buffer.

* No additional activity forcing the store buffer to drain is received by PL310.

Projected Impact:

Due to the erratum, alivelock situation might be encountered in the system.

Workarounds:

If awrite access needsto be made visible to an L3 external agent, the workaround for this erratum
consists of using a Cache Sync operation in order to force the PL310 Store Buffer to drain. Thisis
illustrated in the following pseudo-code sequence:

STR// to be made visibleto L3 DSB CACHE_SYNC.

In r3p2, acounter isimplemented so that slots are automatically drained after 256 cycles of
presence in the store buffer. The i.MX 6Dual/6Quad has PL 310-BU-00000-r3p1-50rel 0.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
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ERR005200 ARM/MP: 765569—Prefetcher can cross 4 KB boundary if offset is
programmed with value 23

Description:

When prefetch feature is enabled (bits[29:28] of the Auxiliary or Prefetch Control Register set
HIGH), the prefetch offset bits of the Prefetch Control Register (bits[4:0]) permitsto configurethe
advance taken by the prefetcher compared to the current cache line. Refer to the TRM for more
information. One requirement for the prefetcher is not to go beyond a4 KB boundary. If the
prefetch offset is set to 23 (5'010111), this requirement is not fulfilled and the prefetcher can cross
a4 KB boundary.

This problem occurs when the following conditions are met:

1. One of the Prefetch Enable bits (bits[29:28] of the Auxiliary or Prefetch Control Register) is
set HIGH.

2. The prefetch offset bits are programmed with value 23 (5'b10111).

Projected Impact:

When the conditions above are met, the prefetcher can issue linefills beyond a4 KB boundary

compared to original transaction. This can cause system issues because those linefills can target a

new 4 KB page of memory space, regardless of page attribute settingsin L1 MMU.
Workarounds:

A workaround for this erratum isto program the prefetch offset with any value except 23.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround integrated in Linux BSP codebase startinginreleaseimx_3.0.35_4.1.0. BSP
software workaround sets prefetch offset to O or 15 to avoid this erratum.
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ERR005382 ARM/MP: 775419—PMU event 0x0A (exception return) might count
twice the LDM PC ” instructions with base address register
write-back

Description:

The LDM PC " instructions with base address register write-back might be counted twice in the
PMU event 0x0A, which is counting the number of exception returns.

The associated PMUEVENT[11] signal is also affected by this erratum, and might be asserted
twice by asingle LDM PC " instruction with base address register write-back.

Projected Impact:

Dueto the erratum, the count of exception returnsisimprecise. The error rate depends on theratio
between exception returns of the form LDM PC ” with base address register write-back and the
total number of exceptions returns.

Workarounds:
There is no workaround to this erratum.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself isnot used.The Freescale Linux BSP does not support this optional
profiling feature. Users may add support for this profiling feature as required, but should ensure
the multiple errataimpacting the ARM PMU (Performance Monitoring Unit) are considered
especially for multi-core usage.
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ERR005383 ARM/MP: 775420—A data cache maintenance operation that aborts,
followed by an ISB and without any DSB in-between, might lead to
deadlock

Description:

Under certain micro-architectural circumstances, a data cache maintenance operation that aborts,
followed by an 1SB and with no DSB occurring between these events, might lead to processor
deadlock.

Conditions:

The erratum occurs when the following conditions are met:

» Some write operations are handled by the processor, and take a long time to complete. The
typical situation is when the write operation (STR, STM, ...) hasmissed in the L1 Data Cache.

* No memory barrier (DMB or DSB) isinserted between the write operation and the data cache
mai ntenance operation mentioned in condition 3.

» A data cache maintenance operation is performed, which aborts due to its MMU settings.

* No memory barrier (DMB or DSB) isinserted between the data cache maintenance operation
in previous condition and the ISB in next condition. Any other kind of code can be executed
here, starting with the abort exception handler, following the aborted cache maintenance
operation.

* AnISB instruction is executed by the processor.

* No memory barrier (DMB or DSB) is inserted between the ISB in previous condition and the
read or write operation in next condition.

* A read or write operation is executed.

With the above conditions, an internal “Data Side drain request” signal might remain sticky,
causing the ISB to wait for the Data Side to be empty, which never happens because the last read
or write operation waits for the ISB to complete.

Projected Impact:

The erratum can lead to processor deadlock.

Workarounds:

A simple workaround for this erratum isto add a DSB at the beginning of the abort exception
handler.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround, adding a DSB at the beginning of the abort exception handler) isintegrated
in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
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ERR005385 ARM/MP: 782772—A speculative execution of a Load-Exclusive or
Store-Exclusive instruction after a write to Strongly Ordered memory
might deadlock the processor

Description:

Under certain timing circumstances, a processor might deadlock when the execution of awrite to
a Strongly Ordered memory region is followed by the speculative execution of a Load-Exclusive
or a Store-Exclusive instruction that is mis-specul ated.

The mis-specul ation can be due to either the Load-Exclusive or Store-Exclusive instruction being
conditional, and failing its condition code check, or to the Load-Exclusive or Store-Exclusive
instruction being speculatively executed in the shadow of a mispredicted branch.

Conditions:

The erratum requires the following conditions:
— The processor executes awrite instruction to a Strongly Ordered memory region
— The processor speculatively executes aLoad-Exclusive or Store-Exclusive instruction that
iseither:
a) A conditional instruction
b) Aninstruction in the shadow of a conditional branch.

— The Load-Exclusive or Store-Exclusive instruction is cancelled because the speculation
was incorrect, because either:

a) The conditional Load-Exclusive or Store-Exclusive instruction failed its condition-code
check

b) The conditional branch was mispredicted, so that all subsequent instructions speculatively
executed must be flushed, including the Load-Exclusive or Store-Exclusive.

The erratum also requires additional timing conditions to be met. These are specific to each
platform, and are not controllable by software. These timing conditions includes the fact that the
response to the Strongly Ordered write from the external memory system must be received at the
same time as the mis-speculation is identified in the processor.

Projected Impact:

The erratum causes processor deadlock.

Workarounds:

The recommended workaround isto place a DMB instruction before each Load-Exclusive /

Store-Exclusive loop sequence, to ensure that no pending write request can interfere with the

execution of the Load-Exclusive or Store-Exclusive instructions. The implementation of this

workaround can be restricted to code regions which have access to Strongly Ordered memory.
Proposed Solution:

No fix scheduled
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Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used. There are some cases where Linux ends up with
Strongly Ordered memory (MT_UNCACHED or pgprot_noncached). Freescal e has checked that
these are not used in the BSP. Users should check their application and OSto seeif errata
conditions met and apply recommended ARM work around if applicable.
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ERR005386 ARM/MP: 782773—Updating a translation entry to move a page
mapping might erroneously cause an unexpected translation fault

Description:

Under certain conditions specific to the Cortex-A9 micro-architecture, a write operation that
updates a Cacheabl e trandl ation table entry might cause both the old and the new trans ation entry
to be temporarily invisible to trandation table walks, thus erroneously causing atrand ation fault.

Conditions:

The erratum occurs when the following conditions are met:
» The processor hasits Data Cache and MMU enabled.
» TheTTB registers are set to work on Cacheable descriptors memory regions.

» The processor isupdating an existing Cacheabl e tranglation table entry, and thiswrite operation
hitsin the L1 Data Cache.

» A hardware trandation table walk is attempted. The hardware translation table walk can be
either due to an Instruction fetch, or due to any other instruction execution that requires an
address trangdlation, including any load or store operation. This hardware trandlation walk must
attempt to access the entry being updated in condition 2, and that access must hit inthe L1 Data
Cache.

In practice, this scenario can happen when an operating system (OS) is changing the mapping of a
physical page. The OS might have an existing mapping to a physical page (the old mapping), but
wants to move the mapping to a new page (the new mapping). To do this, the OS might:

1. Writeanew trandation entry, without cancelling the old one. At this point the physical pageis
accessible using either the old mapping or the new mapping.

2. Execute aDSB instruction followed by an ISB instruction pair, to ensure that the new
trandation entry isfully visible.

3. Removethe old entry.

Due to the erratum, this sequence might fail because it can happen that neither the new mapping,
nor the old mapping, isvisible after the new entry iswritten, causing a Translation fault.

Projected Impact:

The erratum causes a Translation fault.

Workarounds:

The recommended workaround isto perform aclean and invalidate operation on the cache line that
contains the tranglation entry before updating the entry, to ensure that the write operation missesin
the Data Cache. Thisworkaround prevents the micro-architectural conditionsfor the erratum from
happening. Interrupts must be temporarily disabled so that no interrupt can be taken between the
mai ntenance operation and the translation entry update. Thisavoidsthe possibility of the interrupt
service routine bringing the cache line back in the cache.
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Another possible workaround isto place the trand ation table entries in Non-Cacheable memory
areas, but thisworkaround is likely to have a noticeable performance penalty.

Note that inserting a DSB instruction immediately after writing the new translation table entry
significantly reduces the probability of hitting the erratum, but it is not a complete workaround.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Workaround possible but not implemented in the BSP, impacting functionality as described
above.The Linux community has not incorporated a workaround for this erratum
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ERR005387 ARM/MP: 782774—A spurious event 0x63, “STREX passed,” can be
reported on an LDREX that is preceded by awrite to Strongly Ordered
memory region

Description:
A write to Strongly Ordered memory region, followed by the execution of an LDREX instruction,
can cause the “STREX passed” event to be signaled even if no STREX instruction is executed.
As aresult, the event 0x63 count might be faulty, reporting too many “STREX passed” events.

This erratum also affects the associated PMUEVENT[27] signal. Thissignal will report the same
spurious events.

Conditions:

The erratum occurs when the following conditions are met:
» The processor executes awrite instruction to a Strongly Ordered memory region.
» The processor executes an LDREX instruction.

* NoDSB instruction is executed, and thereis no exception call or exception return, between the
write and the STREX instructions.

Under these conditions, if the write instruction to Strongly Ordered memory region receives its
acknowledge (BRESP response on AX1) while the LDREX is being executed, the erratum can

happen.
Projected Impact:
The erratum leads to a faulty count of event 0x63, or incorrect signaling of PMUEVENT[27].

Workarounds:
The workaround for this erratum isto insert aDMB or DSB instruction between the write to
Strongly Ordered memory region and the LDREX instruction.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself is not used. There are some cases where Linux ends up with
Strongly Ordered memory (MT_UNCACHED or pgprot_noncached). Freescal e has checked that
these are not used in the BSP. Users should check their application and OS to seeif errata
conditions met and apply recommended ARM work around if applicable.
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ERR006259 ARM: Debug/trace functions (PMU, PTM and ETB) are disabled with
absence of JTAG_TCK clock after POR

Description:
When JTAG_TCK isnot toggling after power-on reset (POR), the ARM PMU, PTM, and ETB stay
in their disabled states so various debug and trace functions are not available.

Projected Impact:
Limited debug/trace capability

Workarounds:

Provide at least 4 JTAG_TCK clock cycles following POR if the PMU, PTM and ETB functions
will be used. A free-running JTAG_TCK can also be used.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself isnot used.The Freescale Linux BSP does not support this optional
profiling feature. Users may add support for this profiling feature as required, but should ensure
the multiple errataimpacting the ARM PMU (Performance Monitoring Unit) are considered
especially for multi-core usage.
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ERRO007006 ARM/MP:794072-- Short loop including a DMB instruction might
cause a denial of service

Description:

A processor which continuously executes ashort loop containing a DM B instruction might prevent
a CP15 operation broadcast by another processor from making further progress, thus causing a
denial of service.

The erratum requires the following conditions:

» Two or more processors are working in SMP mode (ACTLR.SMP=1)

» One of the processors continuously executes a short loop containing at |east one DMB
instruction.

» Another processor executes a CP15 maintenance operation that is broadcast. Thisrequires that
this processor has enabled the broadcasting of CP15 operations (ACTLR.FW=1)

For the erratum to occur, the short loop containing the DMB instruction must meet all of the
following additional conditions:

* No more than 10 instructions other than the DM B are executed between each DMB

* No nonconditional Load or Store, or conditional Load or Store which pass the condition code
check, are executed between each DMB

When all the conditionsfor the erratum are met, the short oop creates acontinuous stream of DMB
instructions. This might cause a denial of service, by preventing the processor executing the short
loop from executing the received broadcast CP15 operation. As aresult, the processor that
originally executed the broadcast CP15 operation is stalled until the execution of the loop is
interrupted.

Note that because the process issuing the CP15 broadcast operation cannot compl ete operation, it
cannot enter any debug mode, and cannot take any interrupt. If the processor executing the short

loop also cannot be interrupted—for example if it has disabled its interrupts—or if no interrupts

are routed to this processor, this erratum might cause a system livelock.

Projected Impact:

The erratum might create performanceissues, or intheworst case it might cause asystem livelock,
if the processor executing the DMB isin an infinite loop that cannot be interrupted.

Workarounds:
This erratum can be worked around by setting bit[4] of the undocumented Diagnostic Control
register to 1. Thisregister is encoded as CP15 ¢15 0 c0 1.
Thisbit can be written in Secure state only, with the following Read/M odify/Write code sequence:

MRC p1l5,0,rt,cl5,c0,1

ORR rt,rt, #0x10

MCR pl1l5,0,rt,cl5,c0,1
When it is set, this bit causes the DMB instruction to be decoded and executed like a DSB.
Using this software workaround is not expected to have any impact on the overall performance of
the processor on atypical code base.
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Other workarounds are also available for this erratum, to either prevent or interrupt the continuous
stream of DMB instructions that causes the deadlock. For example:

- Inserting a nonconditional Load or Store instruction in the loop between each DMB

- Inserting additional instructionsin the loop, such as NOPs, to prevent the processor from seeing
back-to-back DMB instructions.

- Making the processor executing the short loop take regular interrupts.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
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ERRO007007 ARM/MP: 794073 -- Speculative instruction fetches with MMU
disabled might not comply with architectural requirements

Description:

When the MMU is disabled, the ARM processor must follow some architectural rules regarding
speculative fetches and the addresses to which these can be initiated. These rules avoid potential
read accesses to read-sensitive areas. For more information about these rules, see the description
of “Behavior of instruction fetches when all associated MMUs are disabled” in the ARM
Architecture Reference Manual, ARMv7-A and ARMv7-R edition.

A Cortex-A9 processor usually operates with both the MM U and branch prediction enabled. If the
processor operates in this condition for any significant amount of time, the BTAC (branch target
address cache) will contain branch predictions. If the MMU isthen disabled, but branch prediction
remains enabled, these stale BTAC entries can cause the processor to violate the rules for
speculative fetches.

The erratum can occur only if the following sequence of conditionsis met:
1. MMU and branch prediction are enabled.

2. Branches are executed.

3. MMU isdisabled, and branch prediction remains enabled.

Projected Impact:
If the above conditions occur, it is possible that, after the MMU isdisabled, speculative instruction
fetches might occur to read-sensitive locations.

Workarounds:

The recommended workaround isto invalidate al entriesin the BTAC, by executingaBPIALL
operation (invalidate entire branch prediction array) followed by a DSB, before disabling the
MMU.

Another possible workaround is to disable branch prediction when disabling the MMU, and keep
branch prediction disabled until the MMU is re-enabled.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not needed in the BSP. Functionality or mode of operation in which the
erratum may manifest itself is not used. The BSP has the MMU enabled when it performs BTAC
flush in LPM entry. When kernel is running, the MMU is kept enabled until DSM is entered and
ARM core power is gated.
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ERRO007008 ARM/MP: 794074 --A write request to Uncacheable Shareable memory

region might be executed twice

Description:

Under certain timing circumstances specific to the Cortex-A9 microarchitecture, awrite request to
an Uncacheable, Shareable, Norma memory region might be executed twice, causing the write
request to be sent twice on the AXI bus. This might happen when the write request is followed by
another writeinto the same naturally aligned doubleword memory region, without aDMB between
the two writes.

The repetition of the write usually has no impact on the overall behavior of the system, unlessthe
repeated write is used for synchronization purposes.

The erratum requires the following conditions:
» A writereguest is performed to an Uncacheable, Shareable, Normal memory region.

» Another writerequest is performed into the same naturally doubleword-aligned memory region.
This second write request must not be performed to the exact same bytes as the first store.

A write request to Normal memory region istreated as Uncacheable in the following cases:
1. Thewrite request occurs while the data cache is disabled.

2. Thewritereguest istargeting amemory region marked as Normal Memory Non-Cacheable or
Cacheable Write-Through.

3. Thewrite request is targeting a memory region marked as Norma Memory Cacheable
Write-Back and Shareable, and the CPU isin AMP mode.

Projected Impact:

This erratum might have implicationsin amultimaster system where control information is passed
between several processing elements in memory using a communication variable, for example a
semaphore. In such a system, it is common for communication variables to be claimed using a

L oad-Exclusive/Store-Exclusive, but for the communication variable to be cleared using a
non-Exclusive store. This erratum meansthat the clearing of such acommunication variable might
occur twice. This might lead to two masters apparently claiming a communication variable, and
therefore might cause data corruption to shared data.

Hereis a scenario in which this might happen:

MOV rl, #0x40 ; address is double-word aligned, mapped in normal noncacheable
shareable memory

Loop: LDREX r5, [rl,#0x0] ; read the communication variable

CMP r5, #0 ; check if 0

STREXEQ r5, r0, [rl] ; attempt to store new value

CMPEQ r5, #0 ; test if store succeeded

BNE Loop ; retry if not

DMB ; ensures that all subsequent accesses are observed when gaining
of the communication variable has been observed

; loads and stores in the critical region can now be performed
MOV r2,#0
MOV r0, #0
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DMB ; ensure all previous accesses are observed before the
communication variable is cleared

STR r0, [rl] ; clear the communication variable with normal store

STR r2, [rl,#0x4] ; previous STR might merge and be sent again, which might cause

undesired release of the communication variable.
This scenario is valid when the communication variable is a byte, a half-word, or aword.

Workarounds:

There are several possible workarounds:

1. Add aDMB after clearing acommunication variable:
STR0, [r1] ; clear the communication variable
DMB ; ensure the previous STR is complete

Also, any IRQ or FIQ handler must execute a DMB at the start to ensure the clearing of any
communication variable is complete.

2. Ensurethereisno other data using the same naturally aligned 64-bit memory location as the
communication variable:

ALIGN 64
communication_variable DCD 0
unused_dataDCD 0
LDR rl,= communication_variable
3. UseaStore-Exclusive to clear the communication variable, rather than a non-Exclusive store.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation inwhich
the erratum may manifest itself is not used. Users should confirm if the conditions apply in their
specific OS and apply the ARM recommended workaround if necessary.
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ERR009604 ARM (CA9): 845369 — Under very rare timing circumstances,
transition into streaming mode might create a data corruption

Description:

Under very rare timing circumstances, a data corruption might occur on adirty cachelinethat is
evicted from the L1 Data Cache due to another cache line being entirely written.
The erratum requires the following conditions:

» The CPU containsadirty linein its data cache.

» The CPU performs at least four full cache line writes, one of which is causing the eviction of
the dirty line.

» Another CPU, or the ACP, is performing aread or write operation on the dirty line.

The defect requires very rare timing conditions to reach the point of failure. These timing
conditions depend on the CPU micro-architecture, and are not controllable in software:

» The CPU must bein atransitional mode that might be triggered by the detection of thefirst two
full cache line writes.

» Theevicted line must remain stalled in the eviction buffer, which islikely to be caused by a
congested write traffic.

» The other coherent agent, either another CPU in the cluster or the ACP, must perform its
coherency request on the evicted line whileit isin the eviction buffer.

This erratum only occurs when two or more processors are enabled.

Projected Impact:
The erratum might lead to data corruption.

Workarounds:

This erratum can be worked round by setting bit[22] of the undocumented Diagnostic Control
Register to 1. Thisregister is encoded as CP15 ¢15 0 c0 1.

The bit can be written in Secure state only, with the following Read/M odify/Write code sequence:
MRC pl5,0,rt,cl5,c0,1

ORR rt,rt,#0x00400000

MCR pl15,0,rt,cl5,c0,1

When thisbit is set, the processor is unable to switch into Read-Allocate (streaming) mode, which
means this erratum cannot occur.

Setting this bit could possibly result in avisible drop in performance for routines that perform
intensive memory accesses, such as memset() or memcpy(). However, the workaround is not
expected to create any significant performance degradation in most standard applications.

Proposed Solution:
No fix scheduled
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Linux BSP Status:

Software workaround implemented in Linux BSP codebase starting in release
imx_3.14.38 6qgp_ga.
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ERR009605 ARM (CA9): 761320—Full cache line writes to the same memory

region from at least two processors might deadlock the processor

Description:

Under very rare circumstances, full cache line writes from (at least) 2 processors on cachelinesin
hazard with other requests may cause arbitration issues in the SCU, leading to processor deadlock.
To trigger the erratum, at least three agents need to be working in SMP mode, and accessing
coherent memory regions.

Two or more processors need to perform full cache line writes, to cache lineswhich are in hazard
with other access requestsin the SCU. The hazard in the SCU happens when another processor, or
the ACP, is performing aread or awrite of the same cache line.

The following exampl e describes one scenario that might cause this deadlock:

- CPUO performs afull cache line write to address A, then afull cache line write to address B
- CPU1 performs afull cache line write to address B, then afull cache line write to address A
- CPU2 performs read accesses to addresses A and B

Under certain raretiming circumstances, the requests might create aloop of dependencies, causing
a processor deadlock.

Projected Impact:

When the erratum happens, it leads to system deadlock.

It isimportant to note that any scenario leading to this deadlock situation isuncommon. It requires
two (or more) processorswriting full cache linesto a coherent memory region, without taking any
semaphore, with another processor or the ACP accessing the same lines at the same time, meaning
that these latter accesses are not deterministic. This, combined with the extremely rare
microarchitectural timing conditions under which the defect can happen, explainswhy the erratum
is not expected to cause any significant malfunction in real systems.

Workarounds:

This erratum can be worked around by setting bit[21] of the undocumented Diagnostic Control
Register to 1. Thisregister is encoded as CP15 ¢15 0 c0 1.
The bit can be written in Secure state only, with the following Read/M odify/Write code sequence:

MRC p15,0,rt,c15,c0,1
ORR rt,rt,#0x200000

When thisbit is set, the “direct eviction” optimization in the Bus Interface Unit is disabled, which
means this erratum cannot occur.

Setting this bit might prevent the Cortex-A9 from utilizing the full bandwidth when performing
intensive full cache line writes, and therefore a slight performance drop might be visible.

In addition, this erratum cannot occur if at least one of the following bitsin the Diagnostic Control
Register isset to 1:
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- bit [23] — Disable Read-Allocate mode

- bit [22] — Disable Write Allocate Wait mode
Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround implemented in Linux BSP codebase starting in release
imx_3.10.53 1.1.0 ga

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

NXP Semiconductors 81



ERR009742
ERR009742 ARM: 795769 - “Write Context ID" event is updated on read access

Description:

When selected, the Write Context ID event (event 0xOB) of the Performance Monitoring Unit
(PMU) increments a counter whenever an instruction that writes to the Context ID register,
CONTEXTIDR, is architecturally executed. However this erratum means that an instruction that
reads the Context 1D register also updates this counter.

The erratum can happen under the following conditions:

1. A PMU counter isenabled, by setting the PMCNTENSET.Px bit to 1 (x identifiesasingle event
counter, and takes avalue from 0 to 7).

2. The *Write Context ID” event is mapped to this selected PMU counter:

a. The chosen PMU counter is selected, by setting PMSELR.SEL to x (the samevaueasin
condition 1).

b. The “Write Context ID” event is mapped to this selected PMU, by setting

PMXEVTY PER.evtCount to OxOB.

3. The PMU is enabled, by setting the PMCR.E bit to 1.

4. A read access occurs to the CONTEXTIDR.

In this situation the PMU updates the counter when it should not.

Projected Impact:
The erratum affects the accuracy of the “Write Context ID" event, and its associated
PMUEVENT[12] output signal.

Workarounds:
There is no workaround for this erratum. The Freescale Linux BSP does not enable this optional
profiling feature by default. Users may add support for this profiling feature asrequired, but should
ensure the multiple ARM errataimpacting the ARM PMU are considered.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Softwareworkaround isnot implemented because this erratum will never be encountered in normal
device operation.The Freescale Linux BSP does not support this optional profiling feature.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

82 NXP Semiconductors



ERR009743

ERR009743 ARM: 799770 - DBGPRSR Sticky Reset status bitis setto 1 by the CPU
debug reset instead of by the CPU non-debug reset

Description:

DBGPRSR.SR, hit [3], isthe Sticky Reset status bit. The ARM architecture specifies that the
processor sets this bit to 1 when the non-debug logic of the processor isin reset state.

Because of this erratum, the Cortex-A9 processor sets this bit to 1 when the debug logic of the
processor isin reset state, instead of when the non-debug logic of the processor isin reset state.

Projected Impact:

- DBGPRSR.SR might not be set to 1 when it should, when the non-debug logic of the processor
isin reset state.

- DBGPRSR.SR might be set to 1 when it should not, when the debug logic of the processor isin
reset state.

In both cases, the DBGPRSR.SR bit value might be corrupted, which might prevent the debug
logic from correctly detecting when the non-debug logic of the processor has been reset.

Workarounds:
No software workaround available as this erratum is related to a debug feature. Users should not
rely on the DBGPRSR.SR bit during the debug session.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround is not implemented because thiserratum will never be encountered in normal
device operation, asthis erratum is related to a debug feature.
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ERR009858 ARM/PL310: 796171 When data banking is implemented, data parity

errors can be incorrectly generated

Description:

When parity isimplemented and enabled in the PL310 Level-2 Cache Controller, for each read
from the Data RAM, parity of the read data DATARD[255:0] is compared with stored parity bits
in dedicated RAMSs present on DATAPRD[31.:0]. If the comparison does not match, the error is
reported using an interrupt mechanism consisting of dedicated registers (Raw and Masked
Interrupt registers).

This erratum occurs when the following conditions exist:

1) Parity is enabled (bit[21] of the Auxiliary Control Register is set to 1)

2) Read access latency on Data RAM is programmed with a value > 0x0 (bits [6:4] of the Data
RAM Latency

Register)

When the conditions above are met, parity checking between DATARD and DATAPRD occurs
during atwo cycle window, including one cycle earlier than expected. If, in the early cycle,
DATARD and DATAPRD are not stable yet, parity comparison might fail. In this case, an error is
reported by the Interrupt registers, where no actual error exists.

Projected Impact:

Because of this erratum, false data parity errors might be reported by the PL310 Level-2 Cache
Controller and can cause system instability.

Workarounds:

The following software workarounds can be used to avoid this erratum:

1) Disable parity by setting bit [21] of the Auxiliary Control Register to O (thisisthe default
condition).

2) Program the read access latency of the Data RAM to the minimum value acceptable for the

implementation plus one (bits [6:4] of the Data RAM Latency Control Register). Note that this
workaround can affect performance.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used. The Freescale Linux BSP does not enable this Parity
feature and is disabled by default in al BSP releases. The BSP also ignores any assertion on the
PARITY FAIL [7:6] bitsby masking the ARM-GIC parity interrupt 125. Please note that thei.M X6
does not support the parity feature (disabled by default) and hence should not be enabled by users.
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ERR004320 CAAM: Three encryption functions may show up as available, even
though they are not

Description:
In the CAAM block, the availability of the AES, DES and RC4 crypto accelerators are controlled
by the EXPORT_CONTROL fuse.

If thisfuse is blown these crypto accelerators are not available. ThereisalsoaCAAM CHANUM
register (AESishits[3:0], DESisbits[7:4] and RC4 ishits[11:8]) that showsthe number of crypto

accelerators available for each type of crypto operation.
When this fuse is blown, this register should show that there are 0 of each encryption accelerator.
However, it actually showsthat 1 isavailable.

Projected Impact:
The three encryption functions might show up as available, even though they are not.

Workarounds:

Software should check the EXPORT_CONTROL fusein OCOTP to determine if the crypto
accelerators are available or not instead of reading the CAAM CHANUM register.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERRO004347 CAAM: False read access error

Description:

CAAM secure memory has settable access permissions. One setting isto create a protected key
partition, which can be accessed by CAAM to read akey, but that cannot be read or written by any
other hosts. The purpose isto provide a place to store secret keys that cannot be compromised by
any software.

In order to store a key into such a partition, which does not allow a write access to occur, thereis
an access bit labeled SMBL OB (Secure Memory Blob), which allows CAAM to write data to the
partition from a decapsulated blob, or to read the data from the partition in order to packageit into
ablob.

Theissue found isthat CAAM logs aread access error into a status register when it decapsul ates
ablob and writes the contents to the protected key partition. Thislogging of the read access error
into a status register does not appear to have any other affect. It does not prevent the blob contents
from being correctly written to the protected key partition.

Projected Impact:

Falseerror indication when CAAM decapsul ates ablob and writesthe contentsto the protected key
partition.

Workarounds:

The software workaround for this erratum isto clear the error code after the blob is decapsul ated
by reading the status register and ignoring its contents.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation inwhich
the erratum may manifest itself is not used.
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ERR004348

ERR004348 CAAM: Internal 16 Kb RAM (CAAM) does not support wrapped
accesses

Description:
Theinternal 16 Kb RAM (CAAM - Secure memory) does not support wrapped accesses.

Projected Impact:

Wrapped accesses to the internal 16 Kb RAM (CAAM) will result in incorrect read/write from/to
the RAM.

Workarounds:

The Internal 16 Kb RAM accesses (CAAM) should not be cached. Users should ensure that the
MMU table does not have this 16 Kb region mapped as cacheable memory region to prevent
incorrect accesses.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself is not used.
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ERR005766

ERRO005766 CAAM: CAAM cannot handle interleaved READ data “beats” returned
by two different slaves in the system, in reply to two different AXI-ID
accesses

Description:

The CAAM can issue several transactionswith different AXI-IDsbut its AX| master port does not
handle interleaved data properly. The faulty behavior is expected to occur when working in DDR
interleaving mode. For example, one access with ID X is directed to DDRO, while almost
simultaneously, another accesswith different AX1-1D is passed to the second DDR controller. This
way the data“beats’ of the two AXI-1Ds may be replied interleaved.

CAAM has two sources of transactions—first, the Job Queue controller, which fetches jobs and
prepares descriptors to be run, and second, the DECO, which executes the descriptors. With a
single DECO, there are less chances of the Job Queue controller and DECO to overlap while
performing AXI read requests.

Projected Impact:
CAAM might read wrong data.

Workarounds:

There are two workarounds for thisissue. They both prevent CAAM from issuing multiple AXI
read transactions with different AXI1-1Ds. The workarounds are as follows:

» Workaround 1: The first workaround is to only issue a single descriptor to CAAM at atime.
CAAM will not pre-fetch a second descriptor, as there is no second descriptor. HAB uses this
approach. HAB ini.MX 6 Series only issues one descriptor at atime.

» Workaround 2: The second workaround isfor cases where multiple descriptorswill beissued to
CAAM, (for example, aLinux device driver). In this case, CAAM can be configured to only
issue one AXI transaction at atime by setting the CAAM AXI pipeline depth to 1. Thiswill
prevent multiple outstanding transactions, and thus multiple transactions with different
AXI-IDs. Thisis done by setting the AXIPIPE field of the CAAM Master Configuration
Register (MCFGR) to 1. The workaround seems to have minimal impact on the performance.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not needed in the BSP. Functionality or mode of operation in which the
erratum may manifest itself is not used.
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ERR006223
ERR006223 CCM: Failure to resume from Wait/Stop mode with power gating

Description:
When entering Wait/Stop mode with power gating of the ARM core(s), if an interrupt arrives
during the power-down sequence, the system could enter an unexpected state and fail to resume.
Projected Impact:
Device might fail to resume from low-power state.

Workarounds:

Use REG_BYPASS COUNTER (RBC) to hold off interrupts when the PGC unit isin the middle
of the power-down sequence. The counter needsto be set/cleared only when there are no interrupts
pending. The counter needs to be enabled as close to the WFI (Wait For Interrupt) state as possible.

The following equation can be used to aid determination of the RBC counter value:
RBC_COUNT x (1/32K RTC Frequency) > (25 + PDNSCR_SW2ISO) x (1/IPG_CLK Frequency)
PDNSCR_1SO2SW = PDNSCR_ISO =1 (countsin IPG_CLK clock domain)

Proposed Solution:
No fix scheduled.

Linux BSP Status:
Software workaround implemented in Linux BSP codebase starting in release GA L3.0.35 1.1.0.
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ERR007265

ERR007265 CCM: When improper low-power sequence is used, the SoC enters
low power mode before the ARM core executes WFI

Description:
When software tries to enter Low-Power mode with the following sequence, the SoC enters
L ow-Power mode before the ARM core executes the WFI instruction:
1. Set CCM_CLPCRJ[1:0] to 2'b00
2. ARM core enters WFI

3. ARM core wakeup from an interrupt event, which is masked by GPC or not visible to GPC,
such as an interrupt from alocal timer

4. Set CCM_CLPCRJ[1:0] to 2'b01 or 2'b10
5. ARM core executes WFI
Before the last step, the SoC enters WAIT mode if CCM_CLPCR[1:0] is set to 2'b01, or STOP

mode if CCM_CLPCR[1:0] is set to 2'b10.

Projected Impact:
Thisissue can lead to errors ranging from module underrun errors to system hangs, depending on
the specific use case.

Workarounds:

Software workaround:

1) Software should trigger IRQ #32 (IOMUX) to be aways pending by setting
IOMUX_GPR1_GINT

2) Software should then unmask IRQ #32 in GPC before setting CCM L ow-Power mode

3) Software should mask IRQ #32 right after CCM Low-Power mode is set (set bits 0-1 of
CCM_CLPCR)

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround implemented in Linux BSP codebase. A patch isincluded in both BSP
kernelsv3.10.9 and v3.0.35.
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ERR009219

ERR009219 CCM: Asynchronous clock switching can cause unpredictable
behavior [i.MX 6Dual/6Quad Only]

Description:

Certain applications require the source clock of the LVDS Display Bridge (LDB) to be modified
to accommodate various display clock frequency requirements. The clock source can be modified
by programming an asynchronous clock multiplexer (CCM_CS2CDR[LDB_DIx_CLK_SEL]) in
software.

Asynchronous multiplexers or glitchy multiplexers, enable the clock to switch immediately after
the multiplexer select is changed. Because both clock sourcesto the multiplexer are asynchronous,
switching the clocks from one source to the other can cause a glitch to be generated, regardless of
the input clock source. Thisimmediate switch of two asynchronous clock domains can cause the
output clock to glitch. If the input and output clocks are not gated, this clock glitch can propagate
to the logic that follows the clock multiplexer, causing the logic to behave unpredictably.

A clock gate has not been implemented after the asynchronous clock multiplexer for the
LDB_DIO_IPU clock and LDB_DI1_IPU clocks. Due to the absence of this clock gate on this
LDB_DIx_IPU clock path, a glitch generated when the clock source is switched, can lock up the
LDB divider causing aloss of the LDB_DIx_IPU clock under certain conditions.

Projected Impact:

Switching LDB clock sources on an asynchronous clock multiplexer without gating the input and
output clock can cause clock glitchesto propagate to the logic that follows the clock multiplexers,
causing the logic to behave unpredictably. With an ungated input clock, under certain conditions
theclock divider intheLDB_DIx_IPU clock path canincorrectly lock up. Thiscan therefore cause
aloss of the LDB_DIx_IPU clock which can result in ablank LVDS display screen in the user
application.

Workarounds:

The input and output clocks to the asynchronous clock multiplexer are required to be gated prior
to switching the source clock. The recommended software workaround is to shut down the clocks
to the asynchronous clock multiplexor (CS2CDR: LDB_DIx_CLK_SEL) by disabling the
respective PLLs and PFDs prior to performing the clock switch. After the clock switchis
performed the input and output clocks of the multiplexer arere-enabled. Users must ensure that the
PFDs are reset after the respective PLLs arelocked. It isrecommended to perform the LDB clock
switch early in the boot process to minimize the clocking impact.

Please refer to Engineering Bulletin EB821 : LDB Clock Switch Procedure and i.MX6

Asynchronous Clock Switching Guidelines for further details on the issue and recommended
software workaround procedure.
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Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
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ERR009165

ERR009165 eCSPI: TXFIFO empty flag glitch can cause the current FIFO transfer
to be sent twice

Description:

When using DMA to transfer datato the TXFIFO, if the data is written to the TXFIFO during an
active eCSPI data exchange, this can cause a glitch in the TXFIFO empty signal, resulting in the
TXFIFO read pointer (TXCNT) not updating correctly, which in turn resultsin the current transfer
getting resent a second time.

Projected Impact:
Incorrect data transfer when using DMA to transfer datato the eCSPI TXFIFO.

Workarounds:

This erratais only seen when the SMC (Start Mode Control) bit is set. A modified SDMA script
with TX_THRESHOLD = 0 and using only the XCH (SPI Exchange) bit to initiate transfers
prevents this errata from occurring. There is an associated performance impact with this
workaround. Testing transfers to a SPI-NOR flash showed approximately a 5% drop in write data
rates and a 25% drop in read data rates.

Proposed Solution:
No fix scheduled.

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.14.38 6qgp_ga.
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ERR009535 eCSPI: Burst completion by SS signal in slave mode is not functional

Description:

According to the eCSPI specifications, when eCSPI is set to operate in the Slave mode
(CHANNEL_MODE[x] = 0), the SS_CTL[x] bit controls the behavior of burst completion.

In the Slave mode, the SS_CTL bit should control the behavior of SPI burst completion asfollows:
* 0—SPI burst completed when (BURST _LENGTH + 1) bits are received

» 1—SPI burst completed when the SSinput is negated

Also, in BURST_LENGTH definition, it is stated “I1n the Slave mode, thisfield takes effect in SPI
transfer only when SS _CTL iscleared.”

However, themode SS_CTL[x] = 1isnot functional in Slave mode. Currently, BURST_LENGTH
always defines the burst length.

According to the SPI protocol, negation of SSB always causes completion of the burst. However,
due to the above issue, the data is not sampled correctly in RxFIFO when
{BURST_LENGTH+1} mod32 is not equal to { actual burst length} mod32.

Therefore, setting the BURST_LENGTH parameter to a value greater than the actual burst does
not resolve the issue.

Projected Impact:

Slave mode with unspecified burst length cannot be supported due to thisissue. The burst length
should always be specified with the BURST _LENGTH parameter and the SS_CTL[x] should be
set to zero.

Workarounds:

There is no workaround except for not using the SS_CTL[X] = 1 option in the Slave mode. The
accurate burst length should always be specified using the BURST_LENGTH parameter.

Proposed Solution:

No fix scheduled.

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR009606 eCSPI: In master mode, burst lengths of 32n+1 will transmit incorrect
data

Description:

When the ECSPI is configured in master mode and the burst length is configured to avalue 32n+1
(wheren=0,1, 2,...), the ECSPI will transmit the portions of the first word in the FIFO twice.

For example, if the transmit FIFO isloaded with:

[0] 0x00000001

[1] OXAAAAAAAA

And the burst length is configured for 33 bits (ECSPIx_CONREG[BURST L ENGTH]=0x020),
the ECSPI will transmit the first bit of word [0] followed by the entire word [0], then transmit the
data as expected.

The transmitted sequence in this example will be:

[0] 0x00000001

[1] 0x00000001

[2] 0x00000000

[3] OXAAAAAAAA

Projected Impact:

Incorrect data transmission.

Workarounds:
Do not use burst lengths of 32n+1 (wheren=0,1, 2,...).

Proposed Solution:
No fix scheduled.

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation inwhich
the erratum may manifest itself is not used. The driver limits the burst length up to 32 bits.
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ERR004446
ERR004446 EIM: AUS mode is nonfunctional for devices larger than 32 MB

Description:

When the AUS bit is set, the address lines of the EIM are unshifted. By default, the AUS bit is
cleared and address lines are shifted according to port size (8, 16 or 32 hits). Due to an error, the
address bits 27:24 are shifted when AUS=1. For example, CPU address 0xBD0O_0000
(JA27:20]=1101 0000 becomes 0xB600_0000 ([A27:20]=0110 0000) on the EIM bus, because
A[27:25] is shifted to [A26:24] and A[23:0] is not shifted. Asaresult A[24] is missed.

Projected Impact:

If the memory used does not exceed 32 MB, there is no impact.

This mode is related to a unique memory configuration that is not often used. Most systems can
work in the default mode (AUS=0). Board designers should connect the EIM address bus without
ashift (for example, AO—~AO and A1—A1), while working in AUS=0 mode.

Workarounds:

» Usethe AUS = 0 mode (default) while connecting the address signals without a shift (for
example, AO—AO and A1—>A1).

» For AUS=1, for deviceslarger than 32 M B, it isnecessary to build amemory map that takesthis
shifting into consideration and does not include A[24] line.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself is not used.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

96 NXP Semiconductors



ERR009218

ERR009218 EIM: Signals fail to drive as outputs during boundary scan test

Description:

During boundary scan test, a subset of the EIM signals will not be driven as outputs causing the
test to fail. The affected signals are: EIM_A[24:16], EIM_DA[15:0], EIM_EB[3:0], EIM_RW,
EIM_WAIT and EIM_LBA. Thisgroup of signalsisincorrectly configured with a drive strength
value (DSE) of 3'b000, which causes the signalsto be Hi-Z.

Projected Impact:
Boundary scan test will fail to drive outputs on the signalslisted above. These signals can be tested
asinput-only.

Workarounds:

Becausethe signalslisted above cannot be driven as outputs, interconnect tests on these signals can
only be performed if the external devices connected to these pins can drive them asinputs. The
boundary scan test generation tool should be configured to test these signals as input-only, if
possible. Test of any of the signals that cannot be driven by an external device should be disabled
in the boundary scan test generation tool to prevent generation of an incorrect test pattern.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Softwareworkaround isnot implemented because this erratum will never be encountered in normal
device operation.
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ERR004512 ENET: 1 Gb Ethernet MAC (ENET) system limitation

Description:

The theoretical maximum performance of 1 Gbps ENET islimited to 470 Mbps (total for Tx and
Rx). The actual measured performance in an optimized environment is up to 400 Mbps.

Projected Impact:

Minor. Limitation of ENET throughput to around 400 Mbps. ENET remains fully compatible to
1Gb standard in terms of protocol and physical signaling. If the TX and RX peak datarateishigher
than 400 Mbps, thereisarisk of ENET RX FIFO overrun.

Workarounds:

There is no workaround for the throughput limitation. To prevent overrun of the ENET RX FIFO,
enable pause frame.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERRO005783 ENET: ENET Status FIFO may overflow due to consecutive short
frames

Description:

When the MAC receives shorter frames (size 64 bytes) at arate exceeding the average line-rate
burst traffic of 400 Mbps the DMA is able to absorb, the receiver might drop incoming frames
before a Pause frame is issued.

Projected Impact:

No malfunction will result aside from the frame drops.

Workarounds:

The application might want to implement some flow control to ensure the line-rate burst traffic is
below 400 Mbpsif it only uses consecutive small frames with minimal (96 bit times) or short
Inter-frame gap (IFG) time following large frames at such a high rate. The limit does not exist for
frames of size larger than 800 bytes.

Proposed Solution:

No fix scheduled

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR005895

ERR005895 ENET: ENET 1588 channel 2 event capture mode not functional

Description:

The ENET module provides a 4-channel |EEE 1588 compliant timer that supports event input
capture and output compare mode. The capture/compare feature requiresthe ENET 1588 clock to
latch in the correct IEEE 1588 counter value to the Timer Compare Capture Register
(ENET_TCCRn). Dueto an integration issue, the ENET 1588 clock and Channel 2 event
capture/compare signal are both connected to the same GPIO16 pin.

Projected Impact:

ENET 1588 channel 2 event capture/compare mode cannot be used.

Workarounds:
None. Channels 1, 3, and 4 can be used for the event capture instead.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Workaround cannot be implemented to mask this SoC issue, impacting functionality as described
above.
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ERR006358

ERR006358 ENET: Write to Transmit Descriptor Active Register (ENET_TDAR) is
ignored

Description:

If the ready bit in the transmit buffer descriptor (TXBD[R]) ispreviously detected as not set during
aprior frame transmission, then the ENET_TDAR[TDAR] bit is cleared at alater time, even if
additional TxBDs were added to the ring and the ENET_TDAR[TDAR] bhit is set. Thisresultsin
frames not being transmitted until there is a 0-to-1 transition on ENET_TDAR[TDAR].

Projected Impact:
Reduced ENET performance due to delayed servicing of interrupts.

Workarounds:

Code can use the transmit frame interrupt flag (ENET_EIR[TXF]) as a method to detect whether
the ENET has completed transmission and the ENET_TDAR[TDAR] has been cleared. If
ENET_TDAR[TDAR] is detected as cleared when packets are queued and waiting for transmit,
then awrite to the TDAR bit will restart TxBD processing.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround implemented in Linux BSP codebase starting in release L3.0.35_4.0.0
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ERR006687

ERR006687 ENET: Only the ENET wake-up interrupt request can wake the system
from Wait mode [i.MX 6Dual/6Quad Only]

Description:

The ENET block generates many interrupts. Only one of these interrupt lines is connected to the
Genera Power Controller (GPC) block, but alogical OR of all of the ENET interruptsis connected
to the General Interrupt Controller (GIC). When the system enters Wait mode, anormal RX Done
or TX Done does not wake up the system because the GPC cannot see this interrupt. Thisimpacts
performance of the ENET block because its interrupts are serviced only when the chip exits Wait
mode due to an interrupt from some other wake-up source.

Projected Impact:

Reduced ENET performance due to delayed servicing of interrupts.

Workarounds:

All of the interrupts can be selected by MUX and output to pad GPIO6. If GPIO6 is selected to
output ENET interrupts and GPIO6 SION is set, the resulting GPIO interrupt will wake the system
from Wait mode.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround implemented in Linux BSP codebase starting in release L3.0.35 4.0.0
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ERR008000

ERRO008000 ESAI: ESAI may encounter channel swap when overrun/underrun
occurs

Description:

While using ESAI transmit or receive and an underrun/overrun happens, channel swap may occur.
The only recovery mechanism is to reset the ESAI.

Projected Impact:
Underrun/overrun may cause audio channel swap.

Wor karounds:
Underrun/overruninthe ESAI should be prevented at the system level. If channel swap occurs, the
ESAI must be reset according to the reset procedure documented in the reference manual .

Proposed Solution:
No fix scheduled

Linux BSP Status:

Workaround cannot be implemented to mask this SoC issue, impacting functionality as described
above.
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ERR004365

ERR004365 EXSC: Exclusive accesses to certain memories are not supported to
full AXI specification
Description:

Any exclusive operation to PSRAM or other RAM type’s connected to the EIM returnsan incorrect
response of “EXOKAY”, indicating that exclusive writes are always successful.

Projected Impact:

EIM does not support exclusive accesses according to AXI| specifications.

Workarounds:

Use DDR or OCRAM memories when performing exclusive accesses.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Workaround cannot be implemented to mask this SoC issue, impacting functionality as described
above.
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ERR005828

ERR005828 EXSC: Protecting the EIM memory map region causes unpredictable
behavior

Description:
If awrite accessto the EIM address region is denied dueto the CSU access control policy, then, all
subsequent write accesses to the EIM region will write unintended data.

Projected Impact:
Blocking write accesses to the EIM region through Trustzone is not supported.

Workarounds:
To prevent unpredictable behavior, prior to accessing the EIM region, set al bitsin the EIM
CSU_CSL field to 1 so that all accesses are allowed. Specifically:

EIM: CSU_CSL31[23:16] = Oxff

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself isnot used. The BSP does not use CSU.
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ERR005829

ERR005829 FlexCAN: FlexCAN does not transmit a message that is enabled to be
transmitted in a specific moment during the arbitration process

Description:
FlexCAN doesnot transmit amessage that is enabled to be transmitted in a specific moment during
the arbitration process. The following conditions are necessary for the issue to occur:
* Only one message buffer is configured to be transmitted

» Thewritewhich enablesthe message buffer to be transmitted (write on Control/Status word)
happens during a specific clock during the arbitration process.

» After thisarbitration process occurs, the bus goes to the Idle state and no new messageis
received on the bus.

For example:

1. Messagebuffer 13 isdeactivated on RxIntermission (write 0x0 to the CODE field from the
Control/Status word) [First write to CODE]

2. Reconfigurethe ID and datafields

3. Enable the message buffer 13 to be transmitted on Busldle (write OxC on CODE field)
[Second write to CODE]

4. CAN buskeepsin Idle state
5. No write on the Control/Status from any message buffer happens.

During the second write to CODE (step 3), the write must happen one clock before the current
message buffer 13 to be scanned by arbitration process. In this case, it does not detect the new code
(0xC) and no new arbitration is scheduled.

The problem can be detected only if the message traffic ceases and the CAN bus entersinto Idle
state after the described sequence of events.

Thereisnoissueif any of the conditions below holds:

* Any message buffer (either Tx or Rx) isreconfigured (by writing to its CS field) just after
the Intermission field.

» There are other configured message buffers to be transmitted
* A new incoming message sent by any external node starts just after the Intermission field.

Projected Impact:
FlexCAN does not transmit a message that is enabled to be transmitted in a specific moment.

Workarounds:
To transmit a CAN frame, the CPU must prepare a message buffer for transmission by executing
the following standard 5-step procedure:
1. Check if the respective interrupt bit is set and clear it.

2. If the message buffer is active (transmission pending), write the ABORT code (0b1001) to
the CODE field of the Control/Status word to request an abortion of the transmission. Wait
for the corresponding IFLAG to be asserted by polling the IFLAG register or by the
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interrupt request if enabled by the respective IMASK. Then read back the CODE field to
check if the transmission was aborted or transmitted. If backwards compatibility isdesired
(MCR[AEN] bit negated), just write the INACTIVE code (0b1000) to the CODE field to
inactivate the message buffer, but then the pending frame might be transmitted without
notification.

3. Writethe ID word.
4. Write the data bytes.

5. Writethe DLC, Control and CODE fields of the Control/Status word to activate the
message buffer.

6. Theworkaround consists of executing two extra steps:

7. Reservethefirst valid mailbox as an inactive mailbox (CODE=0b1000). If RX FIFO is
disabled, this mailbox must be message buffer 0. Otherwise, the first valid mailbox can be
found using the "RX FIFO filters' table in the FlexCAN chapter of the chip reference
manual.

8. Writetwice INACTIVE code (0b1000) into the first valid mailbox.

NOTE
The first mailbox cannot be used for reception or transmission process.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR008001 GPMI: GPMI does not support the Set Feature command in Toggle
mode

Description:

The NANDF_DQS output is only enabled in program operation for Toggle mode, but the Set
Feature command also needs to use the NANDF_DQS signal to write data to the Toggle NAND
flash. So the Set Feature command in Toggle mode is not supported.

Projected Impact:
The Set Feature command cannot be used in Toggle mode.

Workarounds:
None

Proposed Solution:
No fix scheduled

Linux BSP Status:

Workaround cannot be implemented to mask this SoC issue, impacting functionality as described
above.
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ERR004341

ERR004341 GPU2D: Accessing GPU2D when it is power-gated will cause a
deadlock in the system

Description:
Accessing GPU2D when it is power-gated will cause a deadlock in the system.

Projected Impact:
Deadlock in the system.

Workarounds:
GPU2D should not be mistakenly accessed by software when power-gated.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround is not implemented because this erratum will never be encountered in normal
device operation.
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ERR005908

ERR005908 GPU2D: Image quality degradation observed for stretch blits when
the stretch factor is exactly an integer [i.MX 6Dual/6Quad Only]

Description:

GPU2D supports BLIT acceleration by using the Graphics Device Interface (GDI) API. When
using the stretch blit GDI API, if the stretch factor is exactly an integer, the resulting image has
rendering errors.

Projected Impact:

Minor visual impact in image quality when using the stretch blit for hardware acceleration. The
rendering result using the BLIT hardware acceleration will not be the same as the software
rendered image.

Workarounds:

There are no software workarounds that completely resolve the issue. Thefilter blit APl can be
used instead of the stretch blit for BLIT acceleration; however, there will be a performance impact
and might not be suitable for all applications. The issue is not observed when the stretch blit for
BLIT acceleration is not used.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR004300

ERR004300 GPU3D: L1 cache performance drop [i.MX 6Dual/6Quad Only]

Description:

The GPU3D L1 cache assumesthat all memory requests are 16 bytes. If arequest is 16 bytes, there
are no issues since the data boundary lines up evenly. If arequest is not aligned to 16 bytes, the
memory controller will split those unaligned requests into two requests, doubling the number of
requests processed internally in L1 cache.

Projected Impact:
Application performance is reduced when L1 cache is present and data requests are unaligned to
16 bytes.

Workarounds:
Tune applications to access L 1 cache and memory requests at 16 byte boundariesto prevent this
issue (slight performance impact).

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERRO004484

ERR004484 GPU3D: L1 cache “Write Address Data” pairing error [i.MX
6Dual/6Quad Only]

Description:

Thisissue causes a data alignment error under the following two corner case conditions:
» Thelast 16 bytes of the cache line are being sent to the memory controller when it is not ready

» Thememory controller’s“Ready” signal is asserted for one cycle. It then reads 8 bytes of data
and then the “Ready” signal becomes de-asserted again.

In the design, the memory controller uses the address of the last 8 bytes as the address of the entire
cache line. When either of these conditions happens, the last 8 bytes of data are paired with the
address of the subsequent cache line, and the entire cache line gets written to the wrong location.
Thelikelihood of hitting this corner case is significantly reduced if the GPU3D core and shader
clocks run at the same frequency.

Projected Impact:

Thisissue only affects OpenCL applications by causing data corruption (incorrect data
calculations). Thiswill not cause a system hang or screen corruption in 3D applications.

Workarounds:
None

Proposed Solution:
No fix scheduled

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR005216

ERR005216 GPU3D: Black texels in Android App Singularity 3D [i.MX
6Dual/6Quad Only]

Description:

Texture attributes might beincorrectly reported by the Setup Engine, when the maximum X and/or
Y vertex isvery large (X or Y vertex greater than 8 million pixels), and consequently the Texture
Engine might sample black texels.

Projected Impact:
Visual impact will vary depending on whether the application texture is clamped or wrapped.

Workarounds:
No workaround at thistime.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERRO003744

ERR003744 HDMI: 9000446457—Audio DMA does not generate an interrupt after
software stops DMA transaction

Description:
An intdone interrupt must be generated by the AHB Audio DMA when a DMA stop is requested
and a series of AHB transfersisin progressin the AHB bus.

Here, AHB Audio DMA does not generate an interrupt (intdone=1, register AHB_DMA_INT)
after software forces the DMA to stop (stop_dma_transaction, register AHB_DMA_STOP)
between individual AMBA AHB DMA transfers.

For instance, assume that the AHB DMA has performed a series of AHB BUS transfers and its
internal FIFO isfull. The AHB DMA starts requesting more AHB BUS transfers only when the
FIFO thresholdisreached. In thistime period, from the timewhen the FIFO isfull to thetimewhen
AHB DMA startsrequesting moretransfers, any DMA stop request from softwareisnot registered,
and the AHB Audio DMA does not generate the intdone bit interrupt, although it stops requesting
transactions.

Conditions:

» Setup the system memory with low bandwidth audio (audio sampling rate: 32 kHz, two active
channels)

» Configurethe AHB Audio DMA with a data buffer larger than twice the configured FIFO size
» Start an Audio DMA transfer

» Wait for the AHB audio DMA to get bus access and to fill itsinternal FIFO

e Set stop_dma._transaction bit field (AHB_DMA_STOP register)

Projected Impact:

Medium impact on software driver design. Normally, AHB_DMA_INT will be generated when
DMA finished transferring desired audio data and software driver do not have to stop DMA
transaction by writing AHB_DMA_STOP.

Workarounds:
Poll IH_AHBDMAAUD_STATO bit 2 to check when DMA transaction is complete

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERRO003745

ERR003745 HDMI: 9000440660—Audio DMA fails to stop after ERROR detection

Description:

When AHB audio DMA Master uses incrementing bursts of unspecified lengths (INCR) and
receives an ERROR responsein idmahresp[1:0], it does not stop the AHB operation and continues
to request data from the AHB BUS until a software forces a stop condition through the

AHB _DMA_STOP register. Internaly, these requested samples are not forwarded to the AHB
Audio DMA Master FIFO, as a consequence an FIFO empty condition is created. This stops the
audio samplesin the HDMI link.

Conditions:

* Setup the system memory with audio samples

» Start an Audio DMA transfer with incrementing burst of unspecified length (INCR) and all
channels enabled (channel allocation = OxFF)

» Forcethe Slave to send an ERROR in idmahresp[1:0]

Projected Impact:

This issue happens only when Audio DMA is configured to use unspecified length burst (INCR);
however, it is not recommended to use INCR in i.MX 6Dual/6Quad due to poor bus performance
(PL301 convert AHB INCR to AXI SINGLE transfers). This issue can be ignored.

Workarounds:

For 2 channels and the whol e range of sample rates supported (from 32k to 192k), the workaround
consists of setting athreshold of 126 and using unspecified INCR instruction only (other types of
INCR forbidden). For multi channel (4, 6, or 8 channels) and the whole range of sample rates
supported (from 32k to 192k), the workaround consists in setting a threshold of 126 and using
INCRA4 instructions only (other types of INCR forbidden). The threshold mentioned above is
programmed in the register AHB_ DMA_THRSLD 0x00123603 bit[7:0]. The register of INCR
typeisAHB_DMA_CONF0 0x00123600, with bit O cleared (*0”) and with the bits 2:1
determining the INCR type.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation inwhich
the erratum may manifest itself is not used.
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ERR004308

ERR004308 HDMI: 8000504668—The arithmetic unit may get wrong video timing
values although the FC_* registers hold correct values

Description:

Each time one writes to some FC registers, and depending on the clock relation of sfr clk and tmds
clk, some of these train of pulses (when these registers are configured in sequence), might not be
caught by the arithmetic unit while it is busy processing/updating the first ones, so, it gets wrong
video timing values, although the registers FC_* hold correct values. Even a soft reset will not
make the arithmetic unit update correctly. Video will still pass correctly to the HDMI, but packets
would not because the frame composer is holding internally incorrect video timing and this will
quickly build up and overflow the packet FIFOs.

Projected Impact:

Overflow of the packet FIFOs.

Workarounds:

Solutioniis, after al controller configuration has been done, write three-four times the same value
to any of the above registers (say FC_INVIDCONF with the correct same value three-four times),
and then perform soft reset to clock domains.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR004323

ERR004323 HDMI: The DMA burst read transaction address region is limited to 8
KB

Description:

Theinitial DMA burst read transaction address is set using the AHB_DMA_STRADDRO-3
registers. The final DMA burst read transaction address is set using the
AHB _DMA_STPADDRO-3 registers.

If (AHB_DMA_STPADDRX - AHB_DMA_STRADDRX > 8K), then HDMI will not generate
the AHB audio DMA done interrupt.

Projected Impact:
HDMI will not generate the AHB audio DMA done interrupt if the DMA burst read transaction

address region is greater than 8 KB.
Workarounds:
The Configuration should obey the following limitation. AHB_DMA _STPADDRX -
AHB_DMA_STRADDRX < 8KB.
Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
Software workaround has been implemented with HDMI audio driver enabled.
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ERR005171

ERRO005171 HDMI: HDMI Tx audio may have noise due to audio DMA FIFO
overflow

Description:

Dueto an issue related to the synchronization between the clock domains to which the HDMI Tx
FIFO belongs, incorrect fetches of datafrom the external memory might be generated for filling
up this FIFO, possibly causing its overflow.

Workarounds:

For 2 channels and the whole range of sample rates supported (from 32k to 192k), the workaround
consists of setting athreshold of 126 and using unspecified INCR instruction only (other types of
INCR forbidden). For multi channel (4, 6, or 8 channels) and the whole range of sample rates
supported (from 32k to 192k), the workaround consists in setting a threshold of 126 and using
INCR4 instructions only (other types of INCR forbidden). The threshold mentioned aboveis
programmed in the register AHB_DMA_THRSLD 0x00123603 bit[7:0]. The register of INCR
typeis AHB_DMA_CONF0 0x00123600, with bit O cleared (“0”) and with the bits 2:1
determining the INCR type.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
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ERR005172

ERR005172 HDMI: Under certain circumstances, the HDCP may transmit incorrect
Ainfo value, causing a failure on the receiver side

Description:

The HDCP specification requires that a feature support search procedure be performed to enable
an HDCP link with Features 1.1 active. The HDCP transmitter has to read the HDCP receiver
BCAPSto check if it supports Features 1.1, and if thisisthe case and the HDCP transmitter desires
to use Features 1.1, it must enable them on the HDCP receiver by writing 0x02 in the HDCP 12C
Ainfo register. It has been found that the HDCP transmitter isusing the local configuration register
(A_HDCPCFGO0.enl1 feature bit field register) and sending that data on the Ainfo register,
ignoring that the remote HDCP Features 1.1 support has been indicated on the I2S BCAPS register.

Projected Impact:

HDCP might transmit incorrect Ainfo value, causing afailure on the receiver side. A failure can
only occur if the HDCP receiver indicates that it does not support Features 1.1 in the |I2C BCAPS
register, and then acts upon the incorrect Ainfo information.

Workarounds:
To avoid this problem, the software should previously check BCAPS by reading
A_HDCPOBS3.FEATURES 1 1 toensurewhether thereceiver can support features 1.1 or not. If
it does not support, then it should not set A HDCPCFGO0.en11 feature.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR005173

ERR005173 HDMI: Clarification on HDMI programming procedure to avoid FIFO

overflow

Description:

The tmds reset effect after the frame composer controller registers 0x1000~0x100D setting is that
in fc_arithlogicunit the fc_arithlogicunit_div units will be reset:

//RSR COMMENT numseqgonhtotal = (Htotal - ctrlperiod - LDGB)/(ctrlperiod+
LDGB + dataperiod + TLGB)
fc_arithlogicunit div

#(14,5,10) u0l div(

.itmdsrstz (itmdsrstz),

.itmdsclk (itmdsclk),

.idividend (htotalminusctrltotal[13:0]),
.idivisor ({3'd0,ctrlplusdatal[10:0]} ),
.istart (regupdatearithunit[1] ),
.oquotient (wiOlgquotient[4:0] ),

.orest (wiOlrest[9:0] ),

.odone (wiOldone )

)i

//RSR COMMENT restofpacketsonhblankwextctrl = (Hblank - extctrlperiod -LDGB
- numsegonhblank * (ctrlperiod + LDGB + dataperiod + TLGB) -ctrlperiod - LDGB
-TLGB) /32

fc_arithlogicunit div

#(10,5,2) u32 div(

.itmdsrstz (itmdsrstz ),

.itmdsclk (itmdsclk ),

.idividend (wi32dividend[9:0]1),

.idivisor (10'd32 ),

.istart (regi3ldone ),

.oquotient (wi32quotient([4:0]),

.orest (/*UNCONNECTED*/ ),

.odone (/*UNCONNECTED*/ )

);

//END Division
Counters********************************************************

The fc_arithlogicunit div when receive the tmds reset will force
theiroutputs to zeros:

//Hold division
Values*********************************************************
always @ (posedge itmdsclk or negedge itmdsrstz)

begin

if (!itmdsrstz)
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ERR005173

begin

oquotient [ (QUOTIENTWIDTH-1) : 0] <= {QUOTIENTWIDTH{1'b0}};
orest [ (RESTWIDTH-1) : 0] <= {RESTWIDTH{1'b0}};

odone <= 1'b0;

end

else

begin

if (wdone)

begin

oquotient [ (QUOTIENTWIDTH-1) : 0] <=regquotient [ (QUOTIENTWIDTH-1) :0];
orest [ (RESTWIDTH-1) : 0] <=regdividend[(RESTWIDTH-1) :0];
end

odone <= wdone;

end

end//end always hold value

So, these units that calcul ate the remaining periods for the insertion of packets will not have

incorrect outputs and will make the frame composer operate incorrectly and cause packet queue
overflow.

Projected Impact:

Audio packet FIFO overflow. It will generate audio noise or no audio output.

Workarounds:

The programming flow should be:

1.
2.
3.

4.

Program all the controller registers including the frame composer registers.
Assert software resets

Write (3 or 4 times) in FC_INVIDCONF the final value (thiswill make sure that the update
pulsefor thefc_arithlogicunit_div that will update thefc_arithlogicunit_div unitsis generated)

If frame composer packet queue overflow still occurs, then repeat steps 2 and 3

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
Software workaround has been implemented with HDMI driver enabled.
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ERRO005174

ERRO005174 HDMI: HDMI AHB Audio DMA stream misalignment on system
initialization

Description:

When the AHB Audio DMA is started, by setting to 1' b1 for the first time the register field
AHB_DMA_START.data buffer_ready, the AHB Audio DMA will request data from the AHB
busto fill itsinternal AHB DMA FIFO.It is possible that a AHB DMA FIFO read action occurs
during the time window between the first sample stored on the AHB DMA FIFO and when the
AHB DMA FIFO has stored, at least, the number of configured audio channelsin samples. If this
happens, the AHB DMA FIFO will reply with samplesthat are currently on the AHB Audio FIFO
and will repeat the last sample after the empty condition is reached.

Projected Impact:

Thiswill miss-align the audio stream, causing a shift in the distribution of audio on the channels
on the HDMI sink side, with no knowledge of the DWC_hdmi_tx enabled system.

Workarounds:
This procedure assumes that all of the buffers provided to the AHB audio DMA through the

AHB_DMA_STRADDR and AHB_DMA_STPADDR registers obey to therule:

(AHB_DMA STPADDR - AHB DMA STRADDR+1) == n x NumberOfChannelEnabled
Where n must be an integer.

Note that thisisonly are-affirmation of a stated usage restriction of AHB audio DMA. Theinitia
ACR packetswill contain anull N value but lab tests show that no issues arise from thisfact. If for
any reason underflow occurs (AHB FIFO empty rises), you must perform the START
PROCEDURE.

 Initia configuration

— Write8'h00to ADDR_AUD_ N3

— Write8'h00to ADDR_AUD_N2

— Write8'h00to ADDR_AUD_N1

— Writeto ADDR_AUD_CTS3

— Writeto ADDR_AUD_CTS3

— Writeto ADDR_AUD_CTS2

— Writeto ADDR_AUD_CTS1
 START PROCEDURE

— Write8'h00to ADDR_AUD N3

— Write 8h00 to ADDR_AUD_N2

— Write8h00to ADDR_AUD_NL1 (startsnew DMA operation set the AHB_DMA START

bit)
— Wait for FIFO full
— Program N writeto ADDR_AUD_N3
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— Writeto ADDR_AUD_N2
— Writeto ADDR_AUD_N1

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
Software workaround has been implemented with HDMI driver enabled.
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ERR004366

ERR004366 HDMI: 9000482480—ARM core read operation returns incorrect data
for certain HDCP registers
Description:

When an AHB dave performs aread access operation on the register bank, the datais sampled one
SFR clock cycle earlier than required, consequently the data returned may be invalid. The AHB
Slave read operation returns incorrect data when SRM/revocation memory read accesses through
software registersin the address range 0x00125020 - 0x0012671F.

Note thisissue only affects the registers associated with HDCP functions. Other HDMI functions
are not affected.

Projected Impact:
Invalid data will be read by the ARM core.

Workarounds:

For reliable read operations, use the ARM core read command twice targeting the same address,
discard the first data read value, and use the second read value.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
Software workaround has been implemented with HDMI driver enabled.
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ERRO007805

ERRO007805 I2C: When the 12C clock speed is configured for 400 kHz, the SCL low
period violates the 12C specification

Description:

When the 12C module is programmed to operate at the maximum clock speed of 400 kHz (as
defined by the 12C spec), the SCL clock low period violates the 12C spec of 1.3 uS min. The user
needs to reduce the clock speed to get the SCL low time to meet the 1.3us 12C minimum required.
This behavior means the SoC is not compliant to the 12C spec at 400 kHz.

Projected Impact:

No failures have been observed when operating at 400 kHz. This erratum only represents a
violation of the 12C specification for the SCL low period.

Workarounds:
In order to exactly meet the clock low period requirement at fast speed mode, SCL must be
configured to 384 KHz or less.

The following clock configuration meets the 12C specification requirements for SCL low for
i.MX 6 products:

* |2C parent clock PERCLK_ROOT =24 M OSC

e perclk _podf =1

* PERCLK_ROQOT = 24M OSC/perclk_podf = 24 MHz
* 12C_IFDR = 0x2A

* 12C clock frequency = 24 MHz/64 = 375 kHz

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself is not used. The BSP configures the 12C frequency to 375 kHz by
default.
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ERR004307

ERR004307 I/0: MIPI_HSI, USB_HSIC, and ENET I/O interfaces should not be
configured to Differential input mode

Description:

DDRS3, LPDDR2, MIPI_HSI, USB_HSIC, and ENET 1/O interfaces are of the DDR 1/O type, thus
having the option to work in DDR input mode. This mode requires setting the DRAM_VREF to
half the I/O voltage. This reference pad is used in all DDR type 1/O interfaces. Since all 1/0
interfaces do not have a common voltage, configuring more than two 1/O interfacesto DDR input
mode might not work.

Conditions:

De-assertion of POR_B when the SoC is powered-up.

Projected Impact:
DDR3, LPDDR2, MIPI_HSI, USB_HSIC, and ENET I/O interfaces might not work together.

Workarounds:
Configure the DDR_INPUT bit in IOMUXC for MIPI_HSI, USB_HSIC, and ENET to “0,” that
is, CMOS input type.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used. The BSP ensures that the DDR_INPUT bit is set to
CMOS input type.
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ERR009623

ERR009623 IPU: IDMAC burst errors when crossing a 4k boundary using NI/PI
420/422 formats [i.MX 6DualPlus/6QuadPlus Only]

Description:

The IPU DMA Controller IDMAC) module has a burst issue when using NI/PI 420/422 formats
to perform write operations using Sensor Multi FIFO Controller (SMFC) channels (CHO, CH1,
CH2 and CH3).

The IDMAC cannot correctly divide the current burst into two bursts when crossing the 4k
boundary. When this happens, the image will show some black pixels.

Projected Impact:
Pixel corruption observed when using the NI/PI 420/422 formats.

Workarounds:

Either

-set Y strideline & UV stride to 16 bytes aligned when format is NI/PI 420/422 using SMFC
channel

or

- change the IDMAC burst size of the particular pixel formats from 32 pixelsto 16 pixels

If the IDMAC bandwidth is enough, there's no impact on the capture performance - it'sjust a
system bandwidth consumption increase due to low payload bursts. But if the IDMAC bandwidth
iscritical, that is, IDMAC cannot handle 2x number of bursts on time, it will impact on capture
performance

The capture performance is reduced when the burst size is halved. However this workaround is
preferred as the other workaround would be intrusive to software and some existing user space
applications would need to be modified.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround integrated in Linux BSP codebase starting in releaseimx_3.14.52_1.1.0 ga.
The BSP implements the IDMAC burst size workaround.
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ERR004310

ERR004310 MIPI: Glitch or unknown clock frequency on MIPI input clock may
occur in case the CCM source clock is modified

Description:

The MIPI pixel clock driven by CCM cannot be gated. Thisresultsin a potential glitch or an
unknown clock frequency when the MIPI pixel clock is changed in CCM.

Projected Impact:

Glitch or unknown clock frequency on MIPI pixel clock can lead to unknown behavior.

Workarounds:
Apply software reset to MIPI in casethe aclk_emi_podf or aclk_emi_sel inthe CCM are modified.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR005190

ERRO005190 MIPI: CSI2 Data lanes are activated before the HS clock from the CSI
Tx side (camera) starts

Description:

The MIPI CSI2 circuit is enabled by default with al the D-PHY data lanes active and will only
disable the lanes that are not required when HS clock is available.

Projected Impact:

Affects the non-active data lanes status register value and adds some minor power consumption
(1-2mA); however, therewill not be any packet loss. Once the HS clock is detected, the datalanes

will be disabled.

Workarounds:
None.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR005191

ERR005191 MIPI: Corruption of short command packets with Word Count (WC)
greater than 16’hFFEE, during video mode transmission by the MIPI
Generic Interface

Description:

On short packets, the WC[15:0] header field delivers the actual data payload of the packet.
However, Inlong packets, the sasmefield is used to indicate the size of the packet’s payload. Video
Mode packet scheduler prevents Generic long packets to be generated with a size higher than

16" hFFEE. Thissizelimit isimposed by the video mode packet scheduler since the maximum line
sizeis 16’ hFFFF minus additional security margins. The core isincorrectly filtering the short
packets with WC field higher than 16" hFFEE since the size protection is applied without
considering that thisfield now contains data and not packet size. Short packet commands are
erroneoudly transmitted in DSI link with WC field equal to 16’ hFFEE when thisvalue is higher
than 16" hFFEE.

Projected Impact:
Error in transmitting the package.

Workarounds:

If ageneric short packet with packet data (WC fields) higher that 16’ hFFEE is required, the
application should disable the video mode transmission and use command mode transmission to
issue the command.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR005192

ERR005192 MIPI: Reverse direction long packets with no payload incorrectly
issue a CRC error for MIPI DSI

Description:

The issue appears when aDSl device, which isin reverse mode, sends along packet with no
payload. When receiving this packet, the DSI host controller checks the 16bit CRC field of the
packet and incorrectly issues an error.Although there is no apparent reason for adevice to send a
long packet with no payload, thereis no restriction in the DSI specification that forbidsthis. Also,
there is no data loss resulting from this bug, since along packet with no payload carries no data.
The only inconvenience is that a CRC error is asserted in the bit crc_err of the register
ERROR_ST1.

Projected Impact:

The CRC error isasserted inthebit crc_err of theregister ERROR_ST1, when DS received along
packet with no payload. This errata does not affect the correct functionality.

Workarounds:

To avoid the assertion of the CRC error, disable verification of CRC reception errorsin bit
en_CRC rx of the register PCKHDL _CFG When disabling the CRC verification on the receive
path, users should be aware that the CRC verification will be disabled for all reverse packets and
not limited just to the long packets with no payload.

Proposed Solution:
No fix scheduled

Linux BSP Status:

A software workaround is possible but it hasn’t been implemented in the Linux BSP yet. BSP
functionality may be affected in some configurations and use cases as described above.
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ERR005193

ERR005193 MIPI: The bits for setting the MIPI DSI video mode cannot be changed
on the fly

Description:

The bits for setting video mode and command mode are assumed to be static during use and have
no synchronization mechanism. These correspond to bit 0 of VID_MODE_CFG (address 0x1C)
and bit O of register CMD_MODE_CFG register (address 0x24). these bits should only be changed
while the digital coreisin reset.

Projected Impact:

Will lead to corrupted video display or fail the command send.

Workarounds:

Setting PWR_UP register (address 0x04) to 0x00 keeps the controller under reset so that
en_video_mode and en_cmd_mode can be changed free of any timing violations resulting from
Clock-Domain Crossing. After those changes, PWR_UP can be set to 0x01 again, leading the
controller to start working with the new configuration.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround integrated in Linux BSP codebase starting in release 3.0.35_1.1.0 GA. The
software workaround was integrated in the very first version of the MIPI DSI driver.
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ERR005194

ERR005194 MIPI: On MIPI DSI, there is a possible corruption of the video packets
caused by overlapping of the current line over the next line, if the
configuration is programmed incorrectly when using the DPI
interface

Description:

For an incorrectly programmed configuration that enables the Null Packets and disables the
Multiple Packets, the delay calculation isincorrectly done. Calculation of the delay time applied
to the synchronization events when the Null Packets are enabled does not consider that the delay
should only be applied when Multiple Packets are also enabled. Thisinaccuracy in the delay time
might lead to an eventual overlap of current line with next line transmission resulting in the
corruption of the packets.

Projected Impact:
It will lead to the overlapping of two adjacent lines display data.

Workarounds:

This problem only occurswhen an incorrect configuration is applied to the controller. The problem
can be avoided only by activating the Null Packets, if Multiple Packets are also enabled.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR005195

ERR005195 MIPI: Incorrect blanking packet may be sent by the MIPI DSI interface

Description:

When the HBP programmed timing is shorter than the time required to transmit the smallest
blanking packet (6 bytes long packet), the controller incorrectly sends a blanking packet. This
incorrect behavior models the HBP for alonger period than expected while the core should decide
not to send any blanking packet. The transmission of blanking packet under these conditions can
only be observed in Video Synchronous Mode with pulses.

Projected Impact:

Incorrect video stream in some conditions.

Workarounds:

HSA and HBP should be programmed with values higher than 10 lane byte cycles. The 10 lane
byte clock correspondsto the transmission of a Horizontal Sync Start packet (4 bytes) followed by
the smallest blanking packet (6 bytes).

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR005196

ERR005196 MIPI: Error Interrupt generated by the MIPI CSl interface for certain
legal packet types

Description:

Datatypes from 0x13 to 0x17 are reserved but not considered invalid in the CSI-2 specification.
However, theMIPI CSI controller raisesan interrupt dueto an err_id* being flagged when apacket
with one of these datatypesisreceived. Datatypesfrom 0x13 to 0x17 should be processed without

an error notification of this kind.

Projected Impact:
Erroneously generated error interrupt.

Workarounds:

To avoid the interrupt, err_id* can be masked by setting the bits 12 to 15 of the MASK 2 register.
Bits 12 to 15 of the ERR2 register also should be ignored when reading. But, this procedure hides
the occurrence of an err_id* error caused by the reception of other unidentified or unimplemented

datatype.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself is not used. The BSP does not support data types from 0x13 to
0x17.
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ERR005197

ERR005197 MIPI: Null and Blanking data packets activate ‘dvalid’ signal

Description:

The data sent through Null or Blanking data packets do not activate ‘dvalid’ signal. CSI-2 Host
controller implementation currently activates ‘dvalid’ for payload of any kind of long packet. The
| P should match what is described in the databook and *dvalid’ should not be activated by Null and
Blanking data.

Projected Impact:

None.

Workarounds:
The ‘dvalid’ signal can befiltered by configuring the following IPU datatype registers:
e IPU_CSIO DI __CSIO MIPI_DI1
e IPU_CSIO DI __CSIO MIPI_DI2
e IPU_CSIO DI__CSIO_MIPI_DI3
Proposed Solution:
No fix scheduled

Linux BSP Status:

Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR009704

ERR009704 MIPI: CSI-2: CRC error produced in 4-lane configuration

Description:

CRC errors can occur in the MIPI CSI-2 4-lane configuration. These errors occur during an
inactive phase of the bus.

When using the 4-lane configuration with long data packet video, an internal counter indicating the
number of received payload data continues counting even after the long data packet ends until the
next packet comesin. Thiswill cause acount overflow producing aCRC error for the last received
packet.

The CRC error only occurs when all of the following conditions are met:

1) MIPI CSI-2 is configured to use 4 data lanes.

2) Vertical blanking before the frame end (FE) is >=0x40000/CSI_CLKO period.
3) No line start and line end short packets occur during the frame.

The functionality of the receive datais not impacted; only the CRC isin error.

Projected Impact:
CRC error will occur even though the received datais correct.

Workarounds:

Implement any of the following:

1) Adjust the CSI transmit output timing to make sure the vertical blanking before the frame (FE)
is <0x40000/CSI_CLKO period.

2) Make sure each line has both aline start (LS) and line end (LE).

3) Ignorethe CRC error if you confirm the CRC error is due to the operating conditions described
above in the Description.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR004312

ERR004312 MLB: Multi frame per sub-buffer mode is not supported

Description:
MLB Multi frame per sub-buffer mode is not supported.

Projected Impact:
Low.

Workarounds:

Do not use Multi frame per sub-buffer mode. The user should set the MFE bit to “0” in the Channel
Allocation Table (CAT) in order to avoid thisissue.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not needed in the BSP. Functionality or mode of operation in which the
erratum may manifest itself is not used. The BSP driver does not set the MFE bit to 1 but usesthe
default value 0.
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ERR005778

ERRO005778 MMDC: DDR Controller’s measure unit may return an incorrect value
when operating below 100 MHz

Description:

The measure unit counts cycles of an internal ring oscillator. The measure unit readout is used to
fine tune the delay lines for temperature/voltage changes for both DDR3 and LPDDR2 interfaces.
When operating at low frequencies (below 100 MHZz), the measure unit counter might overflow
dueto anissueintheoverflow protectionlogic. Asaresult, anincorrect measure valuewill beread.

Projected Impact:

This might cause arare issue if the measure unit counter stops within asmall range of values that
translate to a delay that tunes the system incorrectly. Thisissue might not manifest in the
application because it is dependent on a combination of DDR frequencies coupled with specific
Process, Voltage, and Temperature conditions.

Workarounds:

To workaround thisissue, following steps should be performed by software:

1. Prior to reducing the DDR frequency (528 MHz), read the measure unit count bits
(MU_UNIT_DEL_NUM).

2. Bypass the automatic measure unit when below 100 MHz, by setting the measure unit bypass
enable bit (MU_BYP_EN).

3. Double the measure unit count value read in step 1 and program it in the measure unit bypass
bit (MU_BYP_VAL) of the MMDC PHY Measure Unit Register, for the reduced frequency
operation below 100 MHz.

Software should re-enabl e the measure unit when operating at the higher frequencies, by clearing
the measure unit bypass enable bit (MU_BY P_EN). This code should be executed out of Internal
RAM or anon-DDR based external memory.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

NXP Semiconductors 139



ERR009596

ERR009596 MMDC: ARCR_GUARD bits of MMDC Core AXI Re-ordering Control
register (MMDC_MAARCR) doesn't behave as expected

Description:

The ARCR_GUARD bitsof MMDC Core AXI Re-ordering Control register (MMDC_MAARCR)
areused to ensure better DDR utilization while preventing starvation of lower priority transactions.
After reordering is performed on previous read/write DDR transactions, the specific outstanding
transaction will first obtain the maximum score in “dynamic score mode" and then wait for
additional ARCR_GUARD count before achieving the highest priority. Due to a design issue, the
ARCR_GUARD counter doesn't count up to the pre-defined valuein the ARCR_GUARD bhit field
as expected. Therefore, the aging scheme optimizes the transaction reordering only up to the
default aging level (15) and assigns a highest priority tag to the outstanding transaction.

Projected Impact:
The aging scheme optimizes the transaction reordering only up to the default aging level (15). No
functional issues have been observed with an incorrect setting.

Workarounds:

Software should always program the ARCR_GUARD bits as 4'b0000. That means the accesses
which have gained the maximum dynamic score will always become the highest priority after
achieving the default highest aging level (15).

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation inwhich
the erratum may manifest itself is not used.The Freescale Linux BSP releases |leave the
ARCR_GUARD bits at the default value of 4'b0000.
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ERR003747

ERRO003747 PCle: 9000436491—Reading the Segmented Buffer Depth Port Logic
registers returns all zeros

Description:

When disabling the Dynamic Q Depth Adjustment, DBI readsto the Segmented Buffer Depth Port
Logic registersreturn al zeros versus returning the hardwired default value. Internally the DBI
read access clears these registers, overwriting the default value with all zeros. Clearing these
registersresultsin all zeros being returned for subsequent PCle Cfg reads.

Following is an example scenario for this erratum:

1. Issue aPCle Cfg read to any Port Logic Segmented Buffer Depth register.
The read data value returned to the requester is the hardwired default value.

2. Issue aDBI read to same Port Logic Segmented Buffer Depth register.
The read data value returned to the requester is al zeros.

3. Issue aPCle Cfg read to same Port Logic Segmented Buffer Depth register.
The read data value returned to the requester is al zeros.
Projected Impact:
The default Segmented Buffer Depth register values cannot be read when a DBI read accessis
performed with CX_DYNAMIC_SEG_SIZE =0.
Workarounds:
None

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR003748

ERR003748 PCle: 9000427578—Root ports with address translation drop inbound
reguests, without reporting an error

Description:

Root ports which have address bus widths < 64 drop inbound memory requests, when the address
of therequest is greater than the implemented address buswidth. Thisfeatureisto prevent address
aliasing when requests with addresses above 4 GB are received. When this feature is used in
conjunction with address trandation (iIATU or XATU), inbound memory TLPsthat violate this
address check rule are dropped but no error is reported.

Conditions:
I ssue an inbound memory TL P that has an address larger than the AMBA or RTRGT 1 address bus
width.

Projected Impact:

When the requirements specified in the Conditions section are met, the inbound TLP is dropped
but no error is reported on the port.

In case of MemRd TLPs, acompletion with UR statusisissued, but no error bitswill be set on the
root port.

Workarounds:
None

Proposed Solution:
No fix scheduled

Linux BSP Status:

Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR003749

ERR003749 PCle: 9000426180—MSiI Interrupt Controller Status Register bit not
cleared after being written by software

Description:

Each Interrupt Status Register contains 32-bit status bits, allowing for the status of 32 individual
interrupt vectors to be reported. The status bits are RW1C bits and are set when an MSI Interrupt
vector isreceived, and are cleared by software writing a 1 to the bit.

The setting of a status bit takes precedence over the clearing of a status bit. The precedence given
to setting of the status bits resulted in the setting of asingle status bit in the register, preventing any
other status bitsfrom being cleared at the sametime. Asaresult, if an M Sl interrupt isbeing logged
in astatus bit, and during the same clock cycle, software also attemptsto clear another statushbit in
the same Status Register, then the status bit corresponding to the M Sl interrupt is set but the status
bit being written by softwareis not cleared and remains set. As aresult, even though software has
written a 1 to the status bit, the status bits remains set, reporting that an M Sl interrupt has been
received, even though software has serviced the Interrupt Request.

Thisissue only occursif the setting of a status bit and the clearing of another status bit within the
same Interrupt Status Register happens during the same clock cycle.

Projected Impact:
A Status bit that has been cleared by Software remains set.

Workarounds:
Read and clear status bit until it isread as cleared.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation inwhich
the erratum may manifest itself is not used.
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ERRO003751

ERRO003751 PCle: 9000413207—PME Requester ID overwritten when two PMEs
are received consecutively

Description:

When multiple PM_PME TLPsarereceived by an RC, the PME Requester 1D of thefirst received
PM_PME isoverwritten with the Requester ID of the subsequent PM_PME in the PME Requester
ID field of the Root Status register. The correct operation isto store the Requester ID of theinitia
PM_PME and only update the PME Requester I1D field, once software has cleared the PME Status
bit to acknowledge the receipt of theinitial PM_PME TLP.

Following is an example scenario for this erratum:

1. Sendtwo PM_PME TLPswith different Requester 1Ds upstream to the core.

2. Read back the contents of the Root Status Register. The PME Status and PME Pending bits
should both be set to 1. The Requester 1D in the PME Requester 1D field corresponds to the
second PM_PME and not theinitial PM_PME received by the core.

Projected Impact:
The Requester ID of theinitial PM_PME islost and not correctly stored in the Root Status register.

Workarounds:

If multiple devices requested a power mode state change, possibly some of them would not get
served if the requester ID is overwritten. However, according to Section 5.3.3.3 of PCle
Specification, all agentsthat are capable of generating PM_PME must implement aPME Service
Timeout mechanism to ensure that their PM E requests are serviced within areasonable amount of

time.
If thereisatime-out, the PM_PME TLP should be re-sent. So, this should not be an issue.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERRO003753

ERRO003753 PCle: 9000405932—AXI/AHB Bridge Slave does not return aresponse
to an outbound non-posted request

Description:

The completion timeout mechanism defined in Section 2.8 of PCle Base Specification version 2.1
describes a method to alow arequester to recover from a scenario where it does not receive al
completions to a non-posted request. In the AXI or AHB bridge module, this triggers an error
response to the original request on the slave interface.

There is a separate compl etion timeout interface that passes information about the request that has
been timed out from the PCle Core to the AX1 or AHB Bridge. The Bridge cannot process valid
completions and compl etion timeouts in parallel and so, if acompletion timeout isreceived at the
same time as avalid completion is passed into the bridge, it must be stored and processed later.

Thereisonly asingle storage element available for acompletion timeout in the bridge. If asecond
completion timeout is passed into the bridge before it processes the first, the second timeout will
overwrite the first completion timeout in the storage element. This resultsin the information
associated with the first timeout being lost and no responseis returned on the AHB or AXI slave
interface for the original request.

Following is an example scenario for this erratum:

1. Issue acontinuous stream of outbound MemRd requests targeting the AX1 or AHB Slave
interface.

2. Correctly return completions back to back for all but two of these requests.
3. Wait for the timeout mechanism to trigger for the two requeststhat do not receive compl etions.

Projected Impact:

If all the steps of the example scenario, given in the Description section, are performed, then there
will be no response on the AHB or AXI dlaveinterfacefor the first non-posted request that triggers
acompletion timeout. The second request to trigger acompletion timeout will correctly receive an
ERROR response on the AXI or AHB saveinterface.

Workarounds:

None

Proposed Solution:
No fix scheduled

Linux BSP Status:

No software workaround can be implemented to mask or workaround this erratum. This erratum
will result in impacted or reduced functionality as described above.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

NXP Semiconductors 145



ERRO003754

ERR003754 PCle: 9000403702—AHB/AXI Bridge Master responds with UR status
instead of CA status for inbound MRd requesting greater than
CX_REMOTE_RD_REQ_SIZE

Description:

The AHB/AXI Bridge RAM issized at configuration time to support inbound read requests with a
maximum size of CX_REMOTE_RD_ REQ SIZE. When thislimit is violated the core responds
with UR status, when it should respond with CA status.

Projected Impact:
Software gets the wrong status.

Workarounds:
None.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERRO003755

ERRO003755 PCle: 9000402443—Uncorrectable Internal Error Severity register bit
has incorrect default value

Description:

The PCI Express AER Capability register * Uncorrectable Error Severity’ (at offset 0xOC) has the
wrong default value for the * Uncorrectable Internal Error’ bit. It should be 1'b1.

Uncorrectable Internal Error isan optional feature that the PCl Express block does not support, but
it must default to 1’ b1 anyway.

Projected Impact:
If user chooses to implement Uncorrectable Error, it is not supported and is not compliant.

Workarounds:
None.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

NXP Semiconductors 147



ERRO003756

ERR003756 PCle: 9000387484—LTSSM: Software-initiated transitions to
Disabled, Hot Reset, Configuration, or Loopback states sometimes
take longer than expected

Description:

The PCI Express Specification is unclear regarding the transmission of 1dle Symbolswhen a
directed state transition occurs in the Recovery.ldle state. This can sometimes result in temporary
loss of synchronization between link partners when transitioning from LO to Detect, through the
Disabled, Hot Reset, Configuration, or Loopback states.

Section 4.2.6.4.4 of the PCI Express Specification states that Recovery.ldle Transmitter sends Idle
dataon all configured Lanes. Note: If directed to other states, |dle Symbols do not have to be sent
before transitioning to the other states (that is, Disable, Hot Reset, Configuration, or Loopback).
The PCI Express block chooses to send Idle symbols, as the specification does not prohibit the
sending of Idle symbols.

Projected Impact:

The devicethat initiates the state transition moves from Recovery.ldle through the requested state
and back to Detect. The remote partner moves from Recovery.ldle back to L O state, without going
through therequired state transition. Thelink partnerslose synchronization. After atimeout period,
the link partner moves through the correct state transition, and the link resynchronizes.

The probability of occurrence of thisissue depends on the link latency.

Workarounds:
None.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERRO003757

ERRO003757 PCle: 9000448152—Internal Address Translation Unit (IATU): Inbound
Vendor Defined Message (VDM) ‘ID Match Mode’ is not functional

Description:

TheVDM ‘ID Match Mode' of theiATU alowsinbound ID-routed VDMsto betranslated without
explicit knowledge of the Bus, Device, or Function number of thetarget function. ID-routed VDMs
contain the destination ID in bits[31:16] of Header DWORD3.

Thismodeisnot functional and thei ATU requiresthe actual 1D of the destination Bus, Device, and
function to be known and programmed as bits [63:48] of the iATU region Base Address.

Following is an example scenario for this erratum:

1. Setup aninbound iATU region with the type field set to match messages and the vendor 1D
match mode bit set to 1.

2. Send amessagethat matchesthebits[47:ATU_REG_WD] of the region base, but that does not
match bits [63:48]. The message will not be trans ated.

Projected Impact:
Message will not be trandlated.

Workarounds:
Program the required destination ID in bits [31:16] of the region Upper Base Address Register.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself is not used.
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ERRO003758

ERRO003758 PCle: 9000441819—Upstream Port does not transition to Recovery
after receiving TS OSs during “ENTER_L2 negotiation”

Description:

Following is an example scenario for this erratum:

1. Downstream Port sends PME_Turn_Off message, Upstream Port sends PM_Enter L 23
DLLPs.

2. Downstream Port sends PM_Request_Ack DLLPs and does not move to Electrical Idle.

3. Upstream Port moves into Transmitter Electrical Idle and iswaiting for Receiver Electrical
ldle.

4. Downstream Port moves to Recovery and sends TS OSs.

Projected Impact:

Upstream Port receives TS OSs and transitionsto L2 IDLE state. This causes Upstream Port to
lose synchronization with Downstream Port. Thisis not a problem for the Downstream Port
because the Downstream Port experiences a Fundamental Reset after entering L2_IDLE state,
according to PCle CARD_ELECTROMECHANICAL specification.

Workarounds:

None

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERRO003759

ERR003759 PCle: 9000439510—Internal Address Translation Unit (iIATU) can
sometimes overwrite Outbound (Tx) Vendor Messages and MSIs

Description:

Outbound TLPs created at the vendor message interface (VMI) or the MSI interface are always
subject to translation by the iATU. In PCI Express block configurations with an AHB/AXI
interface and a 32-bit slave address bus width, the iIATU incorrectly only considers the lower 32
bits of the 64-bit VMI or MSI address, when determining whether to trand ate the outbound TLP
or not.

TheVMI always uses 64 bits of thevend_msg_datainput. These 64 bits of dataare placed in DW3
and DW4 of the message TLP header and are treated by the iATU as an address.

When the lower 32 bitson vend_msg_data match an enabled iATU region, then the resulting TLP
isincorrectly trandated, regardless of the upper 32 bits. All of the 64-bits should have been
checked inthe iATU.

Following is an example scenario for this erratum with respect to VMI interface:
1. Setup any outbound iATU region (any type, any target address)
2. Send amessage using VMI where the lower 32 bits of the message match theiATU region

3. Theresulting Vendor Message TLP will be trandated by the iATU regardless of the value of
the upper 32 bitson vend_msg_data

Following is an example scenario for this erratum with respect to M S| interface:

1. Setup any outbound iATU region of any type wherethe lower 32 bits of the base address of the
region match the lower 32 bits of the M S| address for any function within the device

2. Stimulate aMSI request

3. Theresulting TLP will match the iATU region target specification and not the M SI address of
the function

Projected Impact:
Messages are overwritten

Workarounds:
Program an iATU region to generate the M Sl and then write to that region to generate the message.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERRO003760

ERR003760 PCle: 9000439175—Poisoned Atomic Op requests targeting RTRGTO
receive UR response instead of CA response

Description:

The core does not support Atomic Ops that are targeted towards the RTRGTO, because RTRGTO
can only process one DWORD requests. Therefore, any Atomic Op request targeting the RTRGTO
interface should receive a CPL with CA completion status.

There is an issue when the core receives an Atomic Op request that is poisoned (EP bit is set to 1)
and the request is targeting the RTRGTO interface. The core correctly disregards the poisoned
status as the CA response is a high priority error. However, the poisoned bit causes the internal
filter to treat the request as UR instead of CA.

Projected Impact:
The coreinterprets the request as an unsupported request (UR), and updates the UR statusregister,
instead of the CA status register.

Workarounds:

None.

Proposed Solution:
No fix scheduled

Linux BSP Status:

No software workaround can be implemented to mask or workaround this erratum. This erratum
will result in impacted or reduced functionality as described above.
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ERR004297

ERR004297 PCle: 9000336356—Link configuration sometimes proceeds when
incorrect TS Ordered Sets are received

Description:

The core moves ahead even when it does not receive the same non-PAD |ane number in two
consecutive TS Ordered Sets (OS) in the Link configuration process.

Scenario Setup:
* Thelink isinthelink training phase.

* Remote partner sends TS OS without the same non-PAD lane number in any two consecutive
TS OS on any active lane.

» The core moves ahead regardless of the non-PAD lane number not being the samein two
consecutive TS OS.
Projected Impact:

This violates PCle Base Specification “two consecutive TS Ordered Sets are received”. The core
moves ahead without robustness to the Link configuration process.

Workarounds:
None. Thisissue will not lead to any compliance failures.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR004298

ERR004298 PCle: 9000471173—Bad DLLP error status checking is too strict

Description:

Figure 3-15in Section 3.5.2.2. “Handling of Received DLLPS’ of the PCI Express base
Specification 3.0, indicates when abad DLLP error should be reported. It should occur when the
calculated CRC is not equal to the received value. The core correctly reports abad DLLP error
under this scenario. However, it also setsit if the Physical Layer reports a packet error during
reception of the DLLP or if the DLLP endswith an ENDB symbol and not an END symbol. These
extra conditions should not result in the reporting of abad DLLP error.

Projected Impact:
A bad DLLP error isreported when it should not be. However, in this scenario, the core has
received abad DLLP. There are no adverse side effects.

Workarounds:

None required, there are no adverse side effects.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR004299

ERR004299 PCle: 9000493959—L1 ASPMincorrectly entered after link down event

during L1 ASPM entry negotiation

Description:

Upstream ports are responsible for initiating entry into the L1 low-power state. The core
implements an idle timer mechanism to trigger entry into the L1 state when L1 ASPM is enabled.
If thistimer hastriggered but the port has not yet negotiated entry into the L1 low power state, and
alink down event occurs, then the port will attempt to enter L1 again as soon as the link has
resumed operation. This attempted L 1 entry occurs, even though L1 ASPM is no longer enabled
for the link (because of the link down reset).

Conditions:

Scenario setup:

After link-up, enable L1 ASPM.

Allow thelink to go idle. Eventually, the port begins to request L1 entry by sending
PM_Active State Request L1 TLPs.

Do not acknowledge the PM_Active_State Request L1 TLPs, but bring the link down by
forcing the remote partner into the detect state.
Allow thelink to retrain to LO.

After the link has retrained, the port will again attempt entry into the L1 ASPM state, even
though L1 ASPM is now disabled.

Projected Impact:

Asthe remote partner isrequired to process the request, there should be no adverse affects. It
cannot assume the state of the ASPM enable on the other side of the link. It should acknowledge
the request either positively or negatively and normal operation can resume.

Workarounds:

None, but a graceful resumption of normal operation is expected.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR004321

ERR004321 PCle: 9000470913—Power Management Control: Core might enter
LOs/L1 before Retry buffer is empty

Description:

The PCl e base specification states that before the L 1 state can be entered, the Retry buffer must be
empty.

For PM Directed L1 Entry
5.3.2.1. Entry into the L1 State

The Downstream component then waits until it receives aLink Layer acknowledgement for the
PMCSR Write Completion, and any other TLPs it had previously sent. The component must
retransmit a TLP out of its Data Link Layer Retry buffer if required to do so by Data Link Layer
15 rules.

For ASPM L1 Entry
54.1.2.1. Entry into the L1 State

The Downstream component must wait until it receivesaLink Layer acknowledgement for the last
TLP it had previously sent (the retry buffer is empty). The component must retransmit 30 aTLP
out of its Data Link Layer Retry buffer if required by the Data Link Layer rules.

In Addition For Entry into The LOs State
5.4.1.1.1. Entry into the LOs State
No TLPis pending to transmit over the Link, or no FC credits are available to transmit any TLPs.

This can be interpreted as meaning the retry buffer should be empty. Thisis because it might be
necessary to retransmit a TLP over thelink, until aTLP has been acknowledged. The core does not
wait for the retry buffer to be empty before commencing LOsor L1 entry.

Conditions:

Scenario Setup:

1. Transmit aTLP from the DWC_pcie core

2. Suppress Ack/Nak transmission from the Link Partner.
3. Initiate PM directed L1, ASPM LOs or ASPM L1 entry.
4

. The core will enter the appropriate low power state, even though it still has TLPsin the retry
buffer.

Projected Impact:
Low power states are entered inappropriately.
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ERR004321
Workarounds:

This defect has no adverse side effects, rather a strict interpretation of the specification. The only
consequence isthat LOS (PCI Express Link Power State) will be exited prematurely if this
condition is hit however will re-enter if the condition to enter prevails. So, just an early exit out of
LOS but not functional problems or data corruption or compliance failure.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERRO004374

ERR004374 PCle: 9000487440—TLP sometimes unnecessarily replayed

Description:

A DLLP Ack can be missed by the core on the receive path when it isimmediately followed by
EIOS.

Conditions:

After the Ack, two EIOS are seen on the PIPE interface. In this scenario, the Ack is missed by the
RX logic, causing the corresponding TLP to be re-transmitted from the Tx replay buffer.
Eventually, the link recovers from this event, as the receiver on the other side drops the
re-transmitted TLP as aduplicate TLP. If the missed frameisa TLP, no ACK will be sent to the
link partner, resulting in re-transmission of the TLP from the link partner.

Projected Impact:

Unnecessary re-transmission of aTLP. Thisisnot afatal error.

Workarounds:
No workaround. Also should not cause any compliance issues.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR004489

ERR004489 PCle: 9000505660—PCle2 receiver equalizer settings

Description:

In the PCle2 PHY, the rx0_eq[2:0] pins are controlled by the PCS, which currently drivestheseto
afixed value of 3'b000. Thisremovesthe capability to change RX equalization if any compliance
issues are encountered.

Projected Impact:
RX equalization cannot be modified.

Workarounds:
Theworkaround isto override the RX_EQ settings, accordingly, using control registersinside the

PHY:
RX_OVRD_IN HI - 0x1006

10:8 - RX_EQ[2:0]
11 - RX _EQ OVRD
Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself is not used.
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ERR004490

ERR004490 PCle: 9000514662—LTSSM delay when moving from LO to recovery
upon receipt of insufficient TS1 Ordered Sets

Description:

When the remote link partner enters Recovery.rcvrlock from the LO state and transmits only two
TS1 Ordered Sets (OS), the core can sometimes miss the second TS1 OS and therefore, delay its
entry into Recovery.rcvrlock.

Conditions:

Scenario Setup:
» Theremotelink partner enters Recovery.rcvrlock from the LO state and transmits only two TS1
OSs

» Theremotelink partner then unusually movesto Elecldle and de-assertsthe PIPE signal rxvalid
in Recovery.RcvrLock

» The expected response from the coreisthat it will transition to Recovery.rcvrlock on receipt of
thetwo TS1 OSs

* The corereceives a SKP OS or EIEOS that was inserted between the two TS1 Ordered Sets.

Projected Impact:

Consequences:
* The core might miss the second TS1 OS

» Because the remote partner only sent two TS1 OSs, the core will not receive a second TS1 OS
and therefore, staysin LO

» ThePHY detects adecode error and passesit to the core
» The core sends the error message to the remote link partner
» The core does not get a response from the remote partner and replays the message three times

» Thereplay timer rolls over (caused by unacknowledged ERR_CORR messages) and a link
retrain is requested.

 The core moves to recovery.

Workarounds:

None. Thisisan unusual verification setup, and in area system the remote partner must keep
sending TS1 OSsin Recovery.RcvrLock and then the core will move to Recovery after receiving
2TS1 OSs.

Proposed Solution:
No fix scheduled
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ERR004490

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR004491

ERR004491 PCle: 9000507633—TLP might be replayed an extra time before core
enters recovery

Description:

The PCI Express base specification statesin section 3.5.2.1 “I1f REPLAY _NUM rolls over from
11b to 00b, the Transmitter signals the Physical Layer to retrain the Link, and waits for the
completion of retraining before proceeding with the replay.”

In the core, there are scenarios where thefirst TLP to be replayed might be replayed a fourth time
beforethelink isretrained. This happens because the replay buffer logic requeststhelink to retrain
at the sametimethat it beginsareplay. If thelink does not begin to retrain quickly enough, thefirst
TLP of the replay might be transmitted again prior to link retraining.

Conditions:

Scenario Setup:

Transmit a series of TLPs from the core.

Send aNak DLLP for thefirst TLP to initiate areplay.

Wait for the replay to begin.

Send aNak DLLP for thefirst TLP to again initiate a replay.
Repeat steps (3) and (4) two more times.

After sending the fourth NAK, in some circumstances the first replayed TLP might be seen
before the link begins to retrain.

o gk wbdrE

Projected Impact:

A TLPisreplayed before link retraining begins. However, the link recovers gracefully. After
retraining, the TLP will be replayed again as necessary, until successful transmission is achieved.

Workarounds:

None, the link recovers gracefully.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR005184

ERR005184 PCle: Clock pointers can lose sync during clock rate changes

Description:

Thedigital to analog clock domain transfer of the frequency updatesis susceptible to meta-stability
errors asthe transfer is done through a FIFO. During initial power-up, the FIFO ensures proper
alignment by delaying the read pointer until the write clock has started. For correct operation of
pointers, it is required that there are five edges of the write clock in two edges of the read clock.

When arate change occurs from Genl to Gen2 or vice versa, the clock frequencies switch. During
thisswitching, it ispossible (depending uponinternal clock treedelay inthe PHY digital logic) that
there are six write clock edges between two clock edges of the read clock. This causesthe pointers
to move out of sync and for some process/voltage/temperature corners can result in continuous
corrupted reads of frequency update inputs to CDR phase mixer.

Oncethe pointers are misaligned, the condition will persist until the clocks are disabled or another
phase shift occursin clock phases as aresult of rate change. The end result isthe CDR loses lock
in LO state.

Projected Impact:

Low.

Workarounds:

From Cold start (LTSSM startsin Detect state):

» Disable MAC/LTSSM.

» Disable MAC/Gen2 support.

* Release MAC/LTSSM.

» Wait for MAC to enter LO.

e From LO, initiate MAC entry to Gen2 if EP/RC supports Gen2.

* Wait 2 ms (LTSSM timeout is 24 ms, PHY lock is~5 usin Gen2).

o If (MAC/LTSSM .state == Recovery.RcvrLock) & & (PHY /rx_valid ==
0), then pulse PHY /rx_reset. Transition to Gen2 is stuck.

Enter L2 from LO:
» Driver recelvesrequests entry to L 2.
* Wait 2 ms (LTSSM timeout is 24 ms, PHY lock is~10 usin Genl).

o If (MAC/LTSSM .state == Recovery.RcvrLock) & & (PHY /rx_valid ==
0), then pulse PHY /rx_reset. Transition to Genl is stuck.

ExitfromL2to LO:

» Driver receives/requests exit from L2.
» Disable MAC Gen2 support.

* Release LTSSM to wake-up from L2.

» Wait for entry to LO and then repeat process of entering Gen2 from cold start case (going
through Detect).
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ERR005184

PHY reset process.

1. Disable RX inthe PHY by CREG write: Address=16’' h1005, Data=16’ h0028

2. Enable RX inthe PHY by CREG write: Address=16"h1005, Data=16"h0000

PHY rx_valid read:

o Samplerx_validinthe PHY by CREG read: Address=16'h100D, Data Mask=16"h0001
(rx_validishbit 0)

MAC software registers:

1. Disable/enable LTSSM: write app_ltssm_enable.

2. Disable Gen2 (read/write link capability/status register):

3. LinkinLO event (driver should know this when the datalink layer starts):

4

Request change to Gen2: (Cfg Directed Speed Change enabled. Write Gen2 Control Register
DEFAULT_GEN2_SPEED CHANGE).

Read LTSSM state (xmlh_Itssm_state[4:0].
6. Negotiate L2 entry/exit (software controlled D3).

o

Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
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ERR005186

ERR005186 PCle: The PCle Controller Core Does Not Send Enough TS2 Ordered
Sets During Link Retrain And Speed Change

Description:

The PCle core might send lessthan 32 TS2 ordered sets during link retraining and speed changing
if the remote partner sends more TS1 ordered sets than expected. This occurs when the “ Extended
Synch” bit cleared in PCle and set at the remote partner.

Scenario Setup:
* Link partners agree to do speed change negotiation and move to Recovery.

» Theremote partner staysin Recovery.RcvrLock longer and sends more TS1s (for example,
Extended Synch bit is set).

* In Recovery.RcvrCfg state core will send lessthan 32 TS2s before transition to Recovery.Speed

Projected Impact:
The speed change negotiation might fail.

Workarounds:

In current PCle core, thereisno signal indicating that remote partner has “ Extended Synch” bit set
per PCle base spec. The workaround is to know in advance if the link partner has the “ Extended
Synch” bit set and in that case set that bit in the PCle also. The *“ Extended Synch” isintended for
alogic analyzer. It may be used if there are repeaters on the link.

Proposed Solution:

No fix scheduled

Linux BSP Status:

Softwareworkaround isnot implemented because this erratum will never be encountered in normal
device operation.
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ERR005188

ERR005188 PCle: The PCle Controller cannot exit successfully L1 state of LTSSM
when the Core Clock is removed

Description:

Under the condition where the core enters L1 and is then directed to immediately exit dueto a
pending TLP transmission, the LTSSM misses the PhyStatus pul se because of the gated core clk
inclk_rstv.

Scenario Setup:
* LTSSM entersL1 and indicates to the PHY to change Powerdown to P1.

» Coreimmediately gets awake-up event and wants to exit from L 1. To make the transition into
Recovery, the core needs to receive PhyStatus back from the PHY

» ThePHY changes Powerdown to P1 and asserts PhyStatus back to Core.
» LTSSM movesto Recovery state and indicates to the PHY to change Powerdown to PO

» core_clk isgated off immediately after LTSSM enters Recovery. This can happen as aresult of
the logic in the clk_rst module that is performing glitch-less clock switch on aux_clk

* ThePHY changes Powerdown to PO and asserts PhyStatus back to core.
e LTSSM misses the PhyStatus because core clk is still gated off by the clk_rst module.

Projected Impact:

Thecore’'sLTSSM doesnot proceed to exit from Recovery and isawaiting a Powerdown indication
fromthe PHY. The LTSSM will eventually timeout and move to Detect state and resume operation
by initiating receiver detection.

Workarounds:

Increase the programming of the “Low Power Entrance Count” field of the “Port Force Link
Register” (maximum is 255). This delays the entry into L1 and prevents the problem from
occurring. The*Low Power Entrance Count” field isfor Power Management stateto wait for these
many clock cycles for the associated completion of a configuration write to D-state register to go
low power. Thelonger delay isto ensure that the completion TLP can be sent by the core to avoid
immediate waking-up after entering L 1.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself is not used.
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ERR005189 PCle: PCle Gen2/Gen3 Hardware Autonomous Speed Disable Bit In
Configuration Register is not sticky

Description:

Hardware Autonomous Speed Disable bit Attributesin PCle Base Specification Rev 2.0 were
RW/RsvdP. In Rev 3.0 it is changed to RWS/RsvdP.

Scenario Setup:
* “No soft reset” bit is programmed to 0 on any function.

» “Hardware Autonomous Speed Disable” bitisprogrammedto 1, if the component does not want
to adjust the Link speed autonomously.

» Train the Link to Hot Reset.
e Corewill have aLink down reset which causes non-sticky reset.

Projected Impact:
The component is permitted to autonomously adjust the Link speed.

Workarounds:
No workaround, no effect on software but non compliance with standard.

Proposed Solution:
No fix scheduled

Linux BSP Status:

No software workaround can be implemented to mask or workaround this erratum. This erratum
will not result in impacted or reduced functionality as described above.
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ERR005723

ERR005723 PCle: PCle does not support L2 power down [i.MX 6Dual/6Quad Only]

Description:

When PCle works as Root Complex, it can exit L2 mode only through reset. Since PCle does not
have a dedicated reset control bit, it cannot exit L2 mode.

Projected Impact:

PCle does not support L2 power down.

Workarounds:

The PCle can be put into PDDQ mode to save PCle PHY power and wake up only by the OOB
(Out of Band) wakeup signal (since wakeup by abeacon from link partner is not supported) driven
from the link partner (End Point). This signal could be used as a GPIO interrupt to exit this mode.

The limitation of this workaround is that the link partner cannot be put into L2 mode.

Proposed Solution:
No fix scheduled

Linux BSP Status:

No software workaround can be implemented to mask or workaround this erratum. This erratum
will result in impacted or reduced functionality as described above.
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ERR007554

ERRO007554 PCle: MSI Mask Register Reserved Bits not read-only

Description:
Per the PCI Specification, unimplemented mask register bitsin the MSI capability should be
reserved. All mask bitsin the core are implemented with read-write attribute, regardless of the
number of MSI vectors requested. The PCI-SIG compliance test CFG 4.0.1 expects
the reserved bits to be read-only and consequently fails if less than the maximum number of MSI
vectors are requested by the core.

Projected Impact:

Low. Thisissue has no impact on the MSI functionality and only affects the PCI-SIG compliance
tests CFG 4.0.1.

Workarounds:

Request maximum number of MSI vectors by writing the Multiple Message Capable field of the
MSI Control Register with avalue of 0x5 viathe DBI register. Apply a mask on the writable mask
bits in accordance with the value of cfg_multi_msi_cap.

Proposed Solution:
No fix scheduled.

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERRO007555

ERRO007555 PCle: iATU - Optional programmable CFG Shift feature for ECAM is
not correctly updating address (9000642041)

Description:

iATU Enabled (CX_INTERNAL_ATU_ENABLE =1) bit 28 (CFG_SHIFT_MODE) isenabledin
the IATU_REGION_CTRL_2_OFF OUTBOUND O register.

The implementation of the Enhanced Configuration Address Mapping (ECAM) feature violates
the PCle specification requirement that all reserved fields should aways be"0". The basicideais
that the Bus/Device/Function (BDF) addressis shifted 4 bits down so that the entire Cfg space can
be mapped into a256 M B region, rather than requiring multiple addresstrand ation tables, or a4GB
tranglation space. The BDF is then supposed to be shifted back up from bits 27:12 to 31:16 in the
outgoing TLP (actually Bytes 8 and 9 in the Cfg TLP). The core does not do this trandation
correctly when the CFG Shift bitisset in an iATU entry.

Projected Impact:

The reserved bits 15:0 are not all "0" as required by the PCle specification.

Workarounds:
None.

Proposed Solution:
No fix scheduled.

Linux BSP Status:

No software workaround can be implemented to mask or workaround this erratum. This erratum
will result in impacted or reduced functionality as described above.
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ERR007556

ERRO007556 PCle: Core Delays Transition From LO To Recovery After Receiving
Two TS OS And Erroneous Data (9000597455)
Description:

Whenthecoreisin L0 and receivestwo TS ordered sets followed by erroneous data, the core does
not transition to Recovery immediately. The core will wait for the 128 us timeout and then move
to Recovery if the core continuously receives erroneous data.

Scenario Setup:

Linkupto LO

Send two TS ordered sets to the core

Send some erroneous data to the core immediately

Continue sending erroneous data to the core for 128 us
Projected Impact:

Core delays transition to Recovery

Workarounds:
None

Proposed Solution:
No fix scheduled.

Linux BSP Status:

No software workaround can be implemented to mask or workaround this erratum. This erratum
will result in impacted or reduced functionality as described above.
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ERRO007557

ERRO007557 PCle: Extra FTS sent when Extended Synch bit is set (9000588281)

Description:
16-bit, 32-bit, or 64-bit PIPE I/F (CX_NB >=2)
Genl/Gen2 Mode (CX_GEN3_MODE = 2)

When running at Genl or Gen2 speed, if the valid core datawidth on alaneis 2s (two symbols) or
higher and the Extended Synch bit isset in the Link Control Register, then the core sends one extra
FTS (4097 instead of 4096) when exiting LOs.

Scenario Setup:

Set the Extended Synch bit in the Link Control Register.

Enable LOs ASPM by setting Link Control Register bit 0 to 1.
Bring thelink to LO at Genl or Gen2 speed and leave the link idle.
The controller goesto LOs after an LOs entry latency timeout.
Initiate a TLP transmission.

The controller wakes up and sends 4097 FTS.

o gk wbdrE

Projected Impact:

Thereisno impact on alink in normal operating mode because the Extended Synch bit is used for
external Link monitoring tools. It is not used in an operational PCle Link.

When the core transmits FTS, the remote partner isin Rx_LOs.FTS. The next state for the remote
partner isLOif aSKPisreceived. If the Extended Synch bit is set, the core will transmit at least 12
separate SKP Ordered Sets during the 4096 FTSs transmitted. The PCle Specification says that
when the extended synch bit isset, the Receiver N_FT Stimeout must be adjusted to no shorter than
40* [2048] * Ul (2048 FTSs) and no longer than 40* [4096] * Ul (4096 FTSs). The fact that the
core sends 4097 FT Ssinstead of 4096 will not matter, because according to the requirement above,
the remote partner will timeout before the extra FTS is sent.

Workarounds:
None

Proposed Solution:
No fix scheduled.

Linux BSP Status:

No software workaround can be implemented to mask or workaround this erratum. This erratum
will result in impacted or reduced functionality as described above.
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ERR007559

ERRO007559 PCle: Core sends TS1 with non-PAD lane number too early in
Configuration.Linkwidth.Accept State (9000574708)

Description:

When the downstream port (DSP) core enters Configuration.Linkwidth.Accept, it immediately
starts sending TS1 with non-PAD lane number.

Projected Impact:
This might confuse the remote partner and lead to the formation of a narrower link.

Workarounds:
None

Proposed Solution:
No fix scheduled.

Linux BSP Status:

No software workaround can be implemented to mask or workaround this erratum. This erratum
will result in impacted or reduced functionality as described above.
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ERRO007573

ERRO007573 PCle: Link and lane number-match not checked in recovery
(9000569433)

Description:

When the core's LTSSM isin Recovery.RcvLock or Recovery.RcvCfg, and it receives TS Ordered
sets, it does not check whether the link and lane numbers of the received TS Ordered Sets match
what is being transmitted on those same lanes.

Scenario Setup:
Coreisinlink state "Recovery.RcvLock™ or "Recovery.RcvCfg" and receives TS Ordered Sets
with link and lane number not matching what is being transmitted on those same Lanes.

The absence of link and lane number match checks in Recovery.RecvrLock and Recovery.RevrCfg
states only affects single lane configurations (CX_NL = 1). All configurations are not affect, as
stated in the Impacted Configurations section above.

Projected Impact:

The core moves from Recovery.RcvL ock to Recovery.RcvCfg or from Recovery.RevCfg to
Recovery.ldle and LTSSM misses the condition of link and lane number match and movesto the
next state without robustness.

Workarounds:
None

Proposed Solution:
No fix scheduled.

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERRO007575

ERRO07575 PCle: LTSSM delay when moving from LO to recovery upon receipt of
insufficient TS1 Ordered Sets (9000514662)

Description:

When the remote link partner enters Recovery.rcvrlock from the LO state and transmits only two
TS1 Ordered Sets (OS), the core can sometimes miss the second TS1 OS and therefore delay its
entry into Recovery.rcvrlock.

Scenario Setup:

The remote link partner enters Recovery.rcvrlock from the LO state and transmits only two TS1
OS's

Theremotelink partner then unusually movesto Elecldle and de-assertsthe PIPE signal rxvalidin
Recovery.RcvrLock

The expected response from the coreisthat it will transition to Recovery.rcvrlock on receipt of the
two TS1 OS's

The core receives a SKP OS or EIEOS that was inserted between the two TS1 Ordered Sets.

Note: Thisisan unusual verification setup, and in areal system the remote partner must keep
sending TS1sin Recovery.RcvrLock and then core will move to Recovery after receiving 2 TS1s.

Projected Impact:

The core might miss the second TS1 OS because the remote partner only sent two TS1 OS's, the
core will not receive a second TS1 OS and therefore staysin LO.

The PHY detects a decode error and passesit to the core.

The core sends the error message to the remote link partner.

The core does not get a response from the remote partner and replays the message three times.
Thereplay timer rolls over (caused by unacknowledged ERR_CORR messages) and alink retrain
is requested.

The core moves to recovery.

Workarounds:
None

Proposed Solution:
No fix scheduled.

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERRO07577

ERROQ7577 PCle: DLLP/TLP can be missed on RX path when immediately
followed by EIOS (9000487440)

Description:

DLLP ACK frameis missed on the RX path. After the ACK, two EIOS are seen on the pipe
interface. In this scenario, the ACK is missed by the RX logic, causing to the corresponding TLP
to be re-transmitted from the TX replay buffer. Eventually, thelink recoversfrom thisevent, asthe
receiver on the other side drops the re-transmitted TLP as aduplicate TLP. If the missed frameis
aTLP, no ACK will be sent to the link partner, resulting in re-transmission of the TLP from the
link partner.

Projected Impact:

Unnecessary re-transmission of aTLP.

Workarounds:
None

Proposed Solution:
No fix scheduled.

Linux BSP Status:.

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR008587

ERR008587 PCle: Random link down after warm reset [i.MX 6Dual/6Quad Only]

Description:
In rare cases, the PCle link may go down after a warm reset occurs.

Projected Impact:
Lossof PClelink

Workarounds:

Prior to executing awarm reset, clear the IOMUXC_GPR1[REF_SSP_EN] to disable the PCle
reference clock. Once the warm reset is complete and the clocks are stable again, re-enable the
PCle reference clock by setting IOMUXC_GPR1[REF_SSP _EN] to 1.

Proposed Solution:
No fix scheduled.

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release L3.10.53 1.1.0 ga
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ERR009619

ERR009619 PRE: GPU3D, GPU2D and VPU cannot be power-gated if the PRE is in
use [i.MX 6DualPlus/6QuadPlus Only]

Description:
The PRE clock will be paused for several cycleswhen turning on the PU domain LDO from power
down state. If PRE isin use at that time, the IPU/PRG cannot get the correct display datafrom the
PRE.

Projected Impact:
K eeping the PU domain LDO on, with the GPU/V PU clocks disabled consumes approximately 35
mW more than with the LDO off.

Workarounds:
If the PRE isin use the PU domain LDO must not be switched off. To help reduce the power
consumption, software can disable the GPU/VPU clocks.

Proposed Solution:
No fix scheduled.

Linux BSP Status:

Software workaround integrated in Linux BSP codebase starting in release
imx_v2015.04 3.14.52 1.1.0_ga(U-Boot). LDO PU is aways on except when entering DSM.
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ERR009624

ERR009624 PRE: ENABLE bit cannot be set in a special case, when the
EN_REPEAT bit is set [i.MX 6DualPlus/6QuadPlus Only]

Description:

The ENABLE bit inthe HW_PRE_CTRL register can be set by hardware or software. The
software operation has ahigher priority. If the hardware flow triesto set thisbit while the software
iswriting any bitsin the HW_PRE_CTRL register at same time, the hardware operation will be
ignored. The hardware operationisonly valid for onepre_clk cycle. Oncethisoccursthe ENABLE
bit cannot be set unless the entire display channel (PRE+PRG+IPU) is restarted.

Projected Impact:

For casesin which the PRE input line number isless than or equal to 9, and the GPU single frame
time is more than the IPU display single frame time, the PRE refresh rate will be decreased.

Workarounds:

Prevent software writing to the HW_PRE_CTRL register during the problematic hardware write
window.

For cases in which the PRE input line number is greater than 9, the software will read the
STORE_BLOCK Y statusinthe HW_PRE_STORE_ENGINE_STATUS register and verify it is
within a safe window before writing to the SDW_UPDATE bit in the HW_PRE_CTRL register.
For cases in which the PRE input line number is less than or equal to 9, the software will writeto
the SDW_UPDATE hit (as well as any other PRE registers) in the flip/buffer-switch interrupt
handler, that is, the IPU end of frame (EOF) interrupt in the current software implementation.

For on-the-fly switch cases, similar to the less than or equal to 9 case, writes to the
HW_PRE_CTRL register will be in the so-called on-the-fly configuration interrupt, that is, the
same IPU end of frame (EOF) interrupt in the current software implementation.

Proposed Solution:
No fix scheduled.

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in releaseimx_3.14.52_1.1.0 ga.
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ERRO007117

ERRO07117 ROM: When booting from NAND flash, enfc_clk_root clock is not
gated off when doing the clock source switch [i.MX 6Dual/6Quad
Only]

Description

For raw NAND boot, ROM switches the source of enfc_clk _root from PLL2 PFD2toPLL3. The
root clock is required to be gated before switching the source clock. If the root clock is not gated,
clock glitches might be passed to the divider that follows the clock mux, and the divider might
behave unpredictably. This can cause the clock generation to fail and the chip will not boot
successfully.

This problem can also occur elsewhere in application code if the root clock is not properly gated
when the clock configuration is changed.

Projected Impact:

The chip might not successfully boot from a NAND flash device. If the application code changes
the enfc_clk_root configuration without gating the clocks appropriately (described in the
workaround), accessesto a NAND device may fail.

Workarounds:

For the ROM NAND boot, there is no software workaround for this issue.

For a hardware workaround, implement an external watchdog or other reset watch (such asviaa
PMIC). On asuccessful boot, the processor toggles the external watchdog through an 1/0
mechanism (for example, aGPIO) which preventsthe watchdog from detecting atimeout. If aboot
failure occurs, the external watchdog times out, thus resetting the processor.

For other occurrences in application code, the following procedure should be followed to change
the clock configuration for the enfc_clk_root:

1) Gate (disable) the GPMI/BCH clocksin register CCM_CCGRA4.

2) Gate (disable) the enfc_clk_root before changing the enfc_clk_root source or dividers by
clearing CCM_CCGR2[CG7] to 2'b00. This disables theiomux_ipt_clk_io_clk.

3) Configure CCM_CS2CDR for the new clock source configuration.

4) Enable enfc_clk_root by setting CCM_CCGR2[CG7] to 2'b11. This enablesthe
iomux_ipt_clk_io_clk.

5) Enable the GPMI/BCH clocks in register CCM_CCGR4

Proposed Solution:
ROM boot fixed ini.MX 6Dual/6Quad silicon revision 1.3

Linux BSP Status:
No BSP software workaround.
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ERR007220

ERR007220 ROM: NAND boot may fail due to incorrect Hamming Checking
implementation in the ROM code [i.MX 6Dual/6Quad Only]

Description:

For aNAND boot, the ROM code verifies FCB (Firmware Configuration Block) using Hamming
Checking. For every single byte within FCB, there is an associated parity byte. Only the least
significant 5 bits of the parity byte are valid. However, the ROM code uses the whol e 8 bits of the
parity bytes for the Hamming Checking. Thus, if abit flip occurred on any of the most significant
3 bits (bits 7/6/5) of any parity bytes, the Hamming Checking will fail. The MSB 3 bits of parity
byte should not be considered in the checking process. So the ROM code may interpret avalid FCB
asaninvalid one.

Projected Impact:
NAND boot may fail due to incorrect Hamming Checking implementation in the ROM code.

Workarounds:

Burn more FCB copies(4/8) into the NAND chip to increase the possibility that ROM can find a
valid one.

Proposed Solution:
Fixed ini.MX 6Quad/6Dual silicon revision 1.3.

Linux BSP Status:
No software workaround available.
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ERR007926

ERR007926 ROM: 32 kHz internal oscillator timing inaccuracy may affect
SD/MMC, NAND, and OneNAND boot [i.MX 6Dual/6Quad Only]

Description:

The internal boot ROM uses the general -purpose timer (GPT) as atiming reference for event and
timeout measurement during the boot process. The ROM usesthe 32 kHz clock asthe clock source
for the GPT. There will be a short period during device power-up when the SoC will be using the
internal ring oscillator until the crystal oscillator is running. Once the crystal oscillator is running,
the SoC will automatically switch from the internal oscillator to the crystal oscillator.
Conseguently, there will be a period of time when the SoC will be booting and using the internal
ring oscillator asits reference clock and the ROM code will be dependent on that clock.

The internal ring oscillator is less accurate than a crystal oscillator and may be up to two times
faster than a 32 kHz external crystal oscillator. The ROM code assumes the reference clock is 32
kHz, so in the presence of afaster reference clock some delays or timeout configurations in the
ROM code will be shorter than expected and may affect SD/MMC boot, NAND boot, and One
NAND boot.

NOR and SPI-NOR boot modes are not affected by this issue because these modes do not use
timeouts.

The potential effects are:

1. The SD/MMC card specification may beviolated if the SD/MMC card Nac parameter islarger
than 50 ms, or if itsinitialization timeis greater than 500 ms.

2. According to the SD 3.0 specification, the controller should wait a minimum of 5 ms after
disabling SDCLK before re-enabling SDCLK when voltage switching. In the worst case, the
ROM code may only wait 2.5 ms.

3. According to the SD 3.0 specification, thetimeout for aCM D6 datatransaction responseis 100
ms. In theworst case, the ROM code may timeout after 50 ms and therefore not conform to the
specification.

4. One NAND boot may fail if the One NAND memory tRD1 is greater than 1.5 ms.

5. NAND boot may fail if the NAND memory tRST parameter is greater than 11 msor if itstR

parameter is greater than 1 ms.
Projected Impact:

To date, this failure has not been observed on any system. The description and workarounds
presented here are based on analysis of the timings in the ROM boot sequence and indicates the
possibility that SD/MM C boot, NAND boot, or OneNAND boot may be affected. SD/MMC card
specifications may not be met during boot.

Workarounds:

SDMMC boot:

1. SD/MMC: Choose an SD/MMC card for which the Nac parameter is to be specified less than
50 msand itsinitiaization timeis less than 500 ms.
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3.

4,
5.

ERR007926

Choose the “ SD/SDX C Speed” SDR12/SDR25 fuse configuration instead of SDR50/SDR104
when booting from an SD 3.0 card. SDR12/SDR25 is the default configuration. Seei.MX6
device reference manual Fuse Map chapter for details on these fuses. If SD Card operation at
a higher speed is desired, the SD/MMC can be reconfigured after ROM boot. Note that these
fuses are also affected by ERR005645.

Boot from SPI-NOR initially then switchto SD/MMC, or One NAND oncetheexterna 32 kHz
clock isstable.

Extend the assertion of POR_B until the 32 kHz crystal oscillator is running and stable.
Provide an external stable 32 kHz clock input prior to de-assertion of POR_B.

OneNAND boot:

1
2.

3.
4.

OneNAND: Choose a OneNAND memory with tRD1 lessthan 1.5 ms.

Boot from SPI-NOR initially then switchto SD/MMC, or One NAND oncethe external 32 kHz
clock is stable.

Extend the assertion of POR_B until the 32 kHz crystal oscillator is running and stable.
Provide an external stable 32 kHz clock input prior to de-assertion of POR_B.

NAND boot:

1.

3.
4.

NAND: Choose aNAND memory with tRST less than 11 msand tR lessthan 1 ms. Blow the
i.MX6 “Reset Time” fuse if the NAND device tRST islessthan 6 ms. Seei.MX6 device
reference manual Fuse Map chapter for details on this fuse.

Boot from SPI-NORinitially then switchto SD/MMC, NAND or One NAND oncetheexternal
32 kHz clock is stable.

Extend the assertion of POR_B until the 32 kHz crystal oscillator is running and stable.
Provide an external stable 32 kHz clock input prior to de-assertion of POR_B.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR005645

ERR005645 ROM: Normal SD clock speed (SDR12) not selectable in SD/SDXC

boot mode

Description:

When booting in SD/SDXC boot mode, users cannot set the SD clock speed to Normal mode
(SDR12). Selecting the SDR12 boot switch setting for BOOT_CFG1[3:2] in the fuse table will
default to the High Speed mode (SDR25) due to an incorrect mapping in the boot ROM.

Projected Impact:

Due to this mapping issue, the user cannot select Normal SD clock speed at boot time; however,
thiswill not cause any issues. For an older SD devicethat does not support high-speed mode, ROM
will first attempt high speed mode and when this mode fails will automatically switch to normal
speed and continue normally with the boot process. This mapping issue does not impact MMC

boot.

Workarounds:

None. The minimum SD clock speed supported is high-speed mode (SDR25) for initial booting in
SD/SDX C boot mode. When booting with an SD card that only supports SD clock speed in Normal
mode (SDR12), users need to be aware of the revised SD/SDXC boot mode switch settings for
BOOT_CFG1[3:2] given in Table 5. The automatic switch from high speed to normal speed is

transparent to the user.

Table 5. Revised SD/SDXC Boot Mode Switch Settings for BOOT_CFG1[3:2]

BOOT_CFG1[3:2]

SD/SDXC Boot Speed

0x

SDR25

10

SDR50

11

SDR104

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which

the erratum may manifest itself is not used.
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ERR005768

ERRO005768 ROM: In rare cases, secondary image boot flow may not work due to
mis-sampling of the WDOG reset [i.MX 6Dual/6Quad Only]

Description:

In case the primary image authentication fails, ROM will try to perform a WDOG reset and boot
with the secondary image. However ROM does not set the SRE bit of watchdog control register
which might cause a WDOG reset failure occasionally and result in ROM staying in an endless
loop.

Projected Impact:
The secondary boot might not work in the first attempt.

Workarounds:

There are no software workaroundsfor thisissue, instead the user will need to reboot the | C, which
will force a second iteration of the secondary boot.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR006282

ERR006282 ROM: ROM code uses nonreset PFDs to generate clocks, which may

lead to random boot failures [i.MX 6Dual/6Quad Only]

Description:

The phase fractional dividers (PFDs) used in PLL2 and LL3 can go into an unknown state if they
are not properly reset before being used as clock sources.

* PFD isin an unknown state during boot.

— This outcome affects the boot sources within the chip (for example, eMMC, NAND).

— The ROM boot code fails to properly reset the PFDs, which are used for the bootable
sources within the processor (for example, SD, eMMC). Inrare circumstances, thishasthe
potential of putting the PFDs into an unknown state whereby the boot sources do not
receive correct clocks and the processor subsequently fails to boot.

There are additional conditions this PFD issue can be triggered, outside the boot process, if the
application software does not correctly reset the PFDs.

* Reprogramming PLL2/ PLL3

When PLL2/PLL 3, which generate the PFD clocks, are powered up from the power down state or
made to go through arelock cycle due to PLL reprogramming, in rare circumstances the PFDs can
enter into asimilar unknown state. It istherefore required that customer application software reset
the respective PFDs using the PFDx_CLKGATE bits. The PFDs can be in the clock gated state
during PLL relock, but must remain clock gated until after lock is achieved.

» Suspend & Resume with PLL2/PLL 3 bypassed

The PFDscan also lose stateif the PLL isconfigured in BY PASS mode and the PFDs are not reset
correctly. If the PLL is bypassed when entering suspend, the customer application software must
ensure that the respective PFDx_CLKGATE bits are set. If the PLL isnot BY PASSED, then the

suspend/resume functionality is not affected.

See the engineering bulletin, Configuration of Phase Fractional Dividers (EB790) for procedural
details : http://fds.co/doc/EB790.

Projected Impact:

Table 6 shows the affected boot modes.
Table 6. Affected boot modes for the i.MX6Dual/6Quad

BOOT_CFG1[7:4] Boot device Affected by this issue
0000 NOR/OneNAND (EIM) Not affected
010x SD/eSD/SDXC Affected
011x MMC/eMMC Affected
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ERR006282

Table 6. Affected boot modes for the i.MX6Dual/6Quad (continued)

BOOT_CFG1[7:4] Boot device Affected by this issue
Ixxx NAND Affected
0010 SSD/Hard Disk (SATA) Not affected
0011 Serial ROM (12C/SPI) Not affected
Workarounds:

» Workaround #1—Implement and boot the system from SPI, 12C, Parallel NOR or SATA.
Coversall boot sources.

» Workaround #2—Utilizethei.M X 6Dual/6Quad’swatchdog timer in Serial Downloader mode.
Coversall boot sources except NAND.

» Workaround #3—Ultilize an external watchdog timer or other reset source. Coversall boot
Sources.

Table 7. Boot source and workaround mapping

BOOT_CFG1[7:4] Boot source Available workaround mapping

0000 OneNAND (EIM) #1: Boot from SPI, Parallel NOR, 12C or SATA
#2: Internal Watchdog Reset
#3: External Watchdog Reset

010x SD/eSD/SDXC #1: Boot from SPI, Parallel NOR, 12C or SATA
#2: Internal Watchdog Reset
#3: External Watchdog Reset

011x MMC/eMMC #1: Boot from SPI, Parallel NOR, |12C or SATA
#2: Internal Watchdog Reset
#3: External Watchdog Reset

IXxx NAND #1: Boot from SPI, 12C,Parallel NOR or SATA
#2: Not available for NAND
#3: External Watchdog Reset

0010 SSD/Hard Disk (SATA) | #1: Boot from SPI, Parallel NOR, 12C or SATA

0011 Serial ROM (12C/SPI) |#1: Boot from SPI, Parallel NOR, 12C or SATA

Workaround #1—Boot from SPI, 12C or SATA:

For the SPI/12C, Parallel NOR, or SATA workaround, the application can boot
entirely from SPI/12C, Parallel NOR, or SATA. Thiscorrectstheissue. If the user
needs to do the full boot from eMMC, SD, or NAND, then a small boot |oader
patch can be booted from SPI/12C, Parallel NOR or SATA that resetsthe PFDsand
then runs the eMMC, SD, or NAND flash boot function in ROM again. Patch
information followsin the “Linux BSP Status” section.

Userswithout the ability to boot from SPI/I2C or SATA (fully or to load the patch)
should implement either an SPI/I2C/SATA/Parallel NOR boot source or one of the
other workarounds bel ow.
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ERR006282

Workaround #2:—Program WDOG_ENABLE eFuseto 1 (default = 0):

Users who do not or cannot use SPI/12C or SATA as a boot source option can
use this option.

Thei.MX 6Dual/6Quad contains awatchdog timer which can be activated via
fuse whenever the processor enters Serial Downloader mode. The Watchdog
timer begins a 90-second countdown and, if nothing interruptsthis process, the
part resets.

For the watchdog timer workaround, on the rare occurrence of a PFD-related
(or other) boot failure, the processor’s ROM falls through to Serial
Downloader mode. This occurs in either secure boot or nonsecure boot
devices.

If the WDOG_ENABLE eFuse has been set to 1, then, on entering Serial
Downloader mode, the watchdog begins a fixed 90-second countdown. If no
external source interrupts this countdown, the watchdog timer expires and
resetsthepart. Becausethe PFD-related error, if encountered, does not exhibit
“memory,” the subsequent boot operates correctly. No software is required to
enable this functionality, only the setting of the WDOG_ENABLE eFuseto 1.

This workaround applies for all boot sources except NAND boot (either SLC
or MLC). For NAND boot, the user must implement either the SPI, 12C, or
SATA workaround, or the external Watchdog workaround in #3 below.
Use the following steps to understand how the watchdog timer will work in
your system:
1. Theuser must not set BOOT_CFG3[2] (Boot Frequencies). They
must be |eft at default.
2. Theuser programsthe WDOG_ENABLE eFuseto 1. Notethisisa
permanent fuse setting which means the watchdog will begin
countdown upon entering Serial Downloader mode anytimethe chip

enters this mode and must be stopped by software to prevent reboot.

3. The WDOG_ENABLE timer has afixed 90-second countdown.
This countdown cannot be changed in hardware, only viaasoftware
command.

* Becauseit isassumed aboot failure has occurred and the ROM
has dropped into Serial Downloader mode, it is assumed no
software is available to reset this 90-second countdown

 During the countdown, the unit will continuously poll for a
USB connection on USB OTGL1. If no activity is detected
during the 90-second window, the watchdog expires and the
ARM coreisreset.

* |f no boot error occurs, then Serial Downloader mode will not
be entered and the Watchdog will not begin its countdown. Only
when Serial Downloader mode is entered will the watchdog
begin a countdown.
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ERR006282

NOTE

Note: If the WDOG_ENABLE fuseis set, users who utilize the Freescale
Manufacturing Tool or a customized version of the tool must ensure the
kernel that isdownloaded viathe tool containsthe instruction to turn off the
watchdog timer. Otherwise, the watchdog will continue to count down and
reset the part.

Workaround #3—Utilize an external Watchdog reset or other external reset:

The user implements an external watchdog or other reset watch such asviaa
PMIC. On asuccessful boot, the processor toggles the external watchdog through
some 1/0O mechanism (for example, a GPIO) which prevents the watchdog from
firing. If aboot failure occurs, the external watchdog will expire, thusresetting the
processor.

Proposed Solution:

ROM Boot PFD reset issueisfixed in Silicon revision 1.3.

Application software is still required to perform a PFD reset in Silicon revision 1.3 under the
following conditions:

* Reprogramming (relocking) PLL2/PLL3
» Implementing Suspend & Resume functionality with PLL2/PLL 3 bypassed

Linux BSP Status:

Boot loader patch for SPI/12C, Parallel NOR and SATA boot and the U-boot patch with the correct
procedure to reset the PFDs is available for the Linux BSP GA release.
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ERRO007266 ROM: EIM NOR boot may fail if plug-in is used

Description:

The issue occurs when the two conditions below are both met:

» EIM NOR boot with plug-in isused, and

* Plug-in was specified running in the on-chip RAM (OCRAM).

The ROM sets 0x907000 astheinitia address of the sourceimage (0x8000000 was expected) after

pu_irom_hwenfg_setup is called. The problem occurs when the plug-in calls this function again.
Projected Impact:

EIM NOR boot might fail if the workaround is not applied.

Workarounds:

There are two workarounds for this issue:

* Modify theinitial address to 0x8000000 (EIM nor base address) in the plug-in before
pu_irom_hwcnfg_setup is called, or

» Specify the plug-in runsin EIM NOR directly instead of in internal RAM

Proposed Solution:
No fix scheduled.

Linux BSP Status:

Software workaround implemented in Linux BSP codebase starting in release
rel_imx_3.10.17 1.0.0 ga
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ERR008506

ERR008506 ROM: Incorrect NAND BAD Block Management [i.MX 6Dual/6Quad
Only]

Description:
Thisissue occurs only when the first block in the firmware area (not FCB) is bad.
If the first block of firmware areais bad, then ROM will skip to the next block to get the first 4KB
data. After reading the next data block, ROM returns to the first block (which was the bad block)
and ECC checking fails. Afterward, ROM will go to secondary boot because it isa NAND boot

device which supports secondary boot. So firmware2 will work in this case if a secondary boot
image has been burned into NAND.

When the first block of the firmware areais bad, and the NAND page sizeis 4K or lower, this
condition will occur. A bad block which is not the first onein firmware areawill not cause this
condition.

Projected Impact:
If the first block of the firmware areais bad, ECC checking of the NAND image may fail.

Workarounds:

1. Burn the correct firmware addressin FCB to ensure the first block of firmware is not bad.

2. Burn firmware2 into NAND. The possibility of both the first block of firmwarel and the first
block of firmware2 being bad is highly unlikely.

Proposed Solution:
No fix scheduled.

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR009678

ERR009678 ROM: SD/EMMC/NAND prematurely times out during boot [i.MX
6Dual/6Quad Only]

Description:

RTC_XTALI picksup noiseduring crystal start up, during power up, and the boot sequence. Once
the RTC crystal is stable and running, no noise interference is observed. The noise causesthe RTC
oscillator to output noise to an automatic multiplexer wheretheinternal ring oscillator andthe RTC
oscillator are connected. If the noise contains frequency components higher than approximately
500 kHz, the output of the automatic multiplexer sends high frequency signals which causes
Genera Purpose Timer (GPT) to count at a significantly faster rate than 32 kHz and causing a
premature GPT timeout interrupt. The prematureinterrupt resultsin the boot ROM being redirected
to USB serial download mode.

Projected Impact:

System boot failure can be observed with SD card, eMMC, and NAND primary boot.

Workaround:
1. Connect RTC_XTALI to anexternal 32 kHz clock source. The external clock source should be

stable before POR_B is de-asserted.

2. Remove the 32 kHz crystal and connect RTC_XTALI to GND. Thiswill useinternal ring
oscillator. Thisworkaround is not recommended for designs requiring an accurate 32 kHz
clock.

3. Delay POR_B de-assertion until after the 32 kHz crystal is stable (approximately 300 msto 500
msfrom VDD_SNVS [N ramp timing; thistiming is dependent on the crystal start up timing
characteristics).

Proposed Solution:

No fix scheduled.

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR003761

ERR003761 SATA: 9000433864—COMRESET and COMWAKE do not always
contain six bursts

Description:

When aCOMRESET or aCOMWAKE is sent by the Host, it does not always send six bursts, but
sometimes only five. It has been observed when OOB detection has failed, such as when
COMWAKE ismissed, or an error state or retry occurs.

NOTE
While this behavior is sufficient to complete OOB, it technically does not

meet the SATA specification.

Projected Impact:
Because an OOB receiver should look for three gaps (four consecutive bursts), thisbehavior should
not affect normal operation. It could prevent compliance from being achieved, if the number of
bursts sent istested. The probability of this problem occurring is high.

Workarounds:

None.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR003762

ERR003762 SATA: 9000450053—In SDB FIS with N-bit set, non-matching PMP
field is not discarded

Description:

According to Section 10.11.3.1 of AHCI Specification, when an incoming SDB FIS has the N-bit
set and the PM P value does not match the current port, the SATA Host controller should discard
the FIS. Currently, the core delivers the FIS to the received FIS area.

Projected Impact:

The FIS isunnecessarily delivered to the received FIS area. However, software does not normally
examine the content of the received FI Ses, so this behavior does not matter. The probability of this
problem occurring is low.

Workarounds:
Software should ignore BAD FIS.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR003763

ERR003763 SATA: 900044881 7—Soft Reset command does not SYNC-escape
incoming data FIS

Description:

When softwareissuesa SRST command whilethe deviceis sendingaDMA Setup FIS (for aNCQ
read command), it is possible that the PDMA module does not assert atx_sync_esc signal to the
Link layer, resulting in the subsequent Rx Data FIS not being SY NC-escaped. Thisis due to
tx_xrdycoll=1 (while the TX FIFO isbeing cleared) in P_Idle causing atransition to
CFIS_SyncEscape2, whiletx_sync_esc is asserted only in the CFIS_SyncEscape state.
Projected Impact:
The host does not generate a SY NC-escape, causing alock condition. The probability of this
problem occurring is low.
Workarounds:

Wait until the command compl etes before issuing a SRST, or use COMRESET/Port Reset instead.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR003764 SATA: 9000447882—ERR_I bit set when PhyRdy goes low during
non-data FIS reception

Description:

If PhyRdy goes low during reception of anon-data FIS, the ERR_| (Recovered Data Integrity) bit
is set. Since deassertion of PhyRdy is not recoverable at any time, the ERR_I bit should not be set.
However, according to the AHCI specification, the INFS bit should still be set if PhyRdy goeslow
during annon-data FIS.

Projected Impact:

Both the P#S.INFS and PASERR.ERR | bits are set when Phy Not Ready condition is detected
during anon-data FIS.

From the software point of view, this should not matter since it should use the P# S.PRCS hit to
recover from PhyRdy going low. Reading the P# S.INFS and P#SERR.ERR _| bits is secondary.
The probability of this problem occurring is low.

Workarounds:
Software can ignore the P# S.INFS and PASERR.ERR _| bits when the P# S.PRCS bit is set.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERRO003765

ERRO003765 SATA: 9000447627—Global reset does not clear IS.IPS register bits
when P#IS is non-zero

Description:

If any of the bits of the P#l Sregister is set when softwareissues global reset by setting GHC.HR=1,
then the corresponding 1S.1PS bit remains set, causing an erroneous interrupt (when GHC.IE=1)
due to the p#_vint signal being registered/delayed from the Port module.

Projected Impact:

Thiserratum causes unnecessary interrupt processing. The probability of thisproblem occurringis
medium.

Workarounds:
Generate global reset when all P#IS and IS bits are cleared.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operationinwhich
the erratum may manifest itself is not used. Linux libata driver avoids thisissue. The GHC.IE is
set after the GHC.HR is completed.
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ERRO003766 SATA: 9000446485—phy_partial, phy_slumber incorrectly asserted
for a power mode

Description:

When an outgoing TX data arriving at the Link Layer collides with an incoming Slumber power
mode request, then the expected behavior for the Host is to ignore the request and send X_RDY.
This causesthe deviceto abort the power request. However, even though the response to this power
request is correct, when the two events occur in the same exact cycleand internal tx_dp_rdy isalso
high, and at the same time, the Link State MachineisIDLE, then an internal flag isincorrectly set.
Setting this flag affects a subsequent Partial mode request such that after normal power mode
negotiation of the subsequent Partial request, if successful and not PMNAK, the corein some cases
will assert both phy_partial and phy_slumber requests at the sametime. In other cases, the core will
assert just phy_slumber, instead of phy_partial. Both are incorrect behavior; only phy partial
should be asserted in this case.

Projected Impact:

The only consequence isthat both power modes are asserted at the same time, or the wrong mode
isasserted. In the case of Synopsys PHY s, they enter Slumber mode. This only resultsin the PHY
taking longer to wake up from power mode, if clocks are turned off for Slumber and not for Partial.
Otherwise, thereis no difference seen by thisissue, and wakeup from the power mode behaves as
expected. The probability of this problem occurring islow.

Workarounds:

Disable power modes.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERRO003767
ERRO003767 SATA: 9000446482—hCccComplete cleared, incorrectly incremented

Description:

As stated in Section 5.2.2.6 of AHCI Specification:

“If increments of hCccComplete are targeted for the same cycle as the clearing of hCccComplete
to Oh, thefinal value shall be Oh. The additional compl etions are aggregated into the CCC interrupt
that will be signaled imminently.”

The core does not aggregate the additional completions into the same interrupt. When the device
returns an SDB FIS with multiple NCQ command completions (multiple SACT bits are cleared)
and CCC isenabled, if asubset of those multiple bits causes |S.CCC=1 interrupt, then the
remaining bits are still counted as completions through hCccCompl ete register increments,
possibly causing more |S.CCC interrupts to be generated.

Projected Impact:
|S.CCC interrupt might be generated more frequently if the device uses NCQ command
completion aggregation. The probability of this problem occurring is medium.

Workarounds:

None.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used. |S.CCC is not used.
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ERRO003769

ERRO003769 SATA: 9000445811—Erroneous PRD interrupt assertion

Description:

If the PRD sizeislarger than the FIS size, then the SATA AHCI core asserts a PRD interrupt
erroneously in the middle of a PRD data transfer. If one PRD spans more than one data FIS, the
PRD interrupt asserts after the first data FIS, dueto prd_i_done _q being set at the beginning of a
data transmission instead of after the PRD transfer has compl eted.

Projected Impact:

PRD intrq (IS.DPS=1) is asserted erroneoudly after the first TX Data FIS, when it should not be
asserted until after all the datain the PRD istransferred. Because |S.DPS=1 isonly informativeto
software, this erroneous assertion should not cause any problem. The probability of this problem
occurring is high.

Workarounds:

Software ignores 1S.DPS=1.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used. DPSisignored in the Linux AHCI driver.
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ERRO003770

ERRO003770 SATA: 9000451535—Hang due to FIFO count change, when FIFO is
cleared

Description:

If COMINIT isasserted during an RX datatransfer (or any event causing the TX FIFO to be
cleared, suchasaCOMRESET), thenit ispossiblethat during the TX FIFO clearing, tx_push_af=1
for one clock cycle. This causes p_dma rrdy to negate for one clock cycle, and if this coincides
with p_dma_wrresp=1, then p_dma_wrresp is extended for one extra clock cycle (so two cycles
instead of one). This causes atag FIFO coherency problem that can be fixed only by an
asynchronous reset/power up.

Projected Impact:
After reset completes and a D2H Register FISis posted to memory, PDMA FSMs do not advance
to the next state as they are stuck waiting for this register write response. The probability of this
problem occurring islow (unless the RX datatransfer is constantly interrupted).
Workarounds:
None.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR003771

ERRO003771 SATA: 9000451305—Hang after incoming FIS and soft reset

Description:

If a software-issued soft reset collides with anincoming FIS, the core might hang and not transmit
R _RDY when X_RDY isreceived. The behavior is caused by the Link asserting rx_firstdw and
rx_dvalid for the FIS to the TCHK module after srst_req_asic=1.

Projected Impact:
The SATA core does not respond to incoming traffic on the SATA bus.

Workarounds:
Use COMRESET if commands are outstanding instead of soft reset.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR003772

ERRO003772 SATA: 9000451274—Power mode request collision causes assertion
of phy_partial, phy_slumber

Description:

When both the Host and Device areidle and thereisacollision of aPartial request from the Device

and a Slumber request from software, then it is possible that both phy _partial and phy _slumber are
asserted at the same time.

Projected Impact:

The only consequence isthat both power modes are asserted at the same time, or the wrong mode
isasserted. In thiscase, the PHY enters Slumber mode. Thisonly resultsin the PHY taking longer
to wake up from power mode, if clocks are turned off for Slumber and not for Partial. Otherwise,
there is no difference seen by thisissue, and wakeup from the power mode behaves as expected.

Workarounds:
Disable power modes.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation inwhich
the erratum may manifest itself is not used.
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ERRO003773

ERRO003773 SATA: 9000451526—Hang after Soft Reset and PM Request from the
Device

Description:

If software requests a Soft Reset and the Device sends a PMREQ at the sametime, theniitis
possiblethat the SATA AHCI core could hang and only send SYNCs. Thisisavery rare casewhere
the Soft Reset arrivesin the Link Layer, afew cycles before the Power Request arrives from the
Device. Thisbehavior causesthe Link state machine to move to sending SY NCswhile waiting for
SYNCs, but because it isleft IDLE, the Device has already sent SY NCs and the Host should not
check for them.

Projected Impact:
The SATA AHCI core does not respond to incoming traffic on the SATA bus. The probability of
this problem occurring is low.

Workarounds:
Use COMRESET instead of Soft Reset.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation inwhich
the erratum may manifest itself is not used.
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ERR007966

ERRO007966 SATA:SATA speed negotiation fails after suspend and resume —[i.MX
6Dual/6Quad Only]

Description:

After suspend and resume, the SATA PHY may fail to recognize the attached SATA device. There
exists alimitation in the SATA PHY that a power-down sequence can only be initiated by the
hardware after entering Slumber Mode. Slumber Mode is not a mandatory feature and is not
supported by all SATA devices.

The consequence of this limitation is, in the suspend phase, the PHY’s reference clock will be
stopped without the following necessary steps having been executed:

» Power down the RX PLL and RX block

* Power down the TX block

» Power down the MPLL

» Then set mpll_ck_off to 1'b1 and suspend the reference clock

The state of the PHY on resume is undefined when these steps fail to occur.

Projected Impact:

After suspend and resume, the SATA PHY may randomly fail to recognize the attached SATA

device, or may recognize that attached device but only be able to negotiate at the lower speed of
1.5 Gbps.

Workarounds:
Workaround #1:

Turn off/on the SATA_VPH power supply during suspend/resume. Removing and
restoring power to the SATA PHY causesthe PHY to reset. This workaround
requires a controllable power supply for SATA_VPH and software modification
to control the supply.

Workaround #2:

Add aSATA PHY CR-RESET in the resume through software. Thiswill reset the
PHY and alow thelink to resume.

After resume isinitiated, the following steps are required:
* Wait aminimum of 100 usto allow the MPLL time to lock
* Perform the PHY CR reset

* Wait an additional 100 usto allow the RX PLL tolock (polling CR register bit
‘rx_pll_state’

This workaround has the disadvantage that since the PHY is not actually
powered-down, therewill beincreased power consumption (approximately 21
mW on a Freescal e reference design) compared to workaround #1.

Workaround #3:
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ERR007966

Use Slumber Mode (only applicable for devices that support this mode). When
power-down isinitiated from Slumber mode, the PHY performs suspend/resume
correctly. Thisworkaround requires software modification.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround#2 has been implemented in Linux BSP codebase starting in
releasel 3.10.17_1.0.0_GA release.
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ERR009598
ERR009598 SATA: PRD not flushed from PRD FIFO at command list underflow

Description:

When aread command returns less data than specified in the PRDs (for example, there are two
PRDs for this command, but the device returns a number of bytes which islessthan in the first
PRD), the second PRD of this command is not read out of the PRD FIFO, causing the next
command to use this PRD erroneously. For some ATA and ATAPI commands that can return less
datathan requested legally, this underflow case is not an error case but normal operation, and it
should complete without errors (as opposed to most commands where such a condition is
considered an error).

The following commands are known to legally return less read data than requested:

1) ATAPI commands used to return sense data (for example, Request Sense, Inquiry, Mode Sense)
2) ATA streaming commands (for example, READ STREAM EXT, READ STREAM DMA EXT)

Projected Impact:

When the read command completes and read underflow is detected, IS.INFS =1.

However, the next command does not compl ete because the PRD for the previous command is
used. Memory corruption may occur since the PRD for the previous command is freed by the
operating system, but it is still written by the SATA controller for the next command.

Workarounds:
Use only one PRD for each command. There may be buffer allocation failures when mass
read/write commands are issued when only one PRD per command is forced. To prevent the
allocation failures, pre-allocate one 64 kb buffer used for mass read/write commands.
Proposed Solution:

No fix scheduled

Linux BSP Status:

Software workaround implemented in the Linux BSP codebase starting in release
rel_imx_3.14.28 1.0.0 ga
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ERR004367
ERRO004367 SNVS: SNVS_LP resets to the power OFF state

Description:

If the SNVS_LP modulelogicisreset whilethe processor isin a Powered-On state, the SNVS LP
will set the PMIC_ON_REQ signal during power-up to OFF (low). If PMIC_ON_REQ isbeing
used in the design to control an external PMIC, thiswill cause the PMIC to turn main power to the
processor off when power isremoved and then restored to SNVS LP. The SNVS LPmodulelogic
is not reset during a power-on reset (POR) due to the nature of its function.

This condition is created when the following sequence of events occurs.

1) Software issues areset to the SNVS _LP logic by setting the HPCOMR([4] bit to 1 (which is
LP_SWR). Thisclearsthe SNVS_L P registers and the bit returnsto O.

2) Then the power to VDD_SNV'S IN isremoved and restored while the rest of the processor
remains powered.

Thisisacontrollable event, because the application can avoid condition 1.

Projected Impact:
Inability to powerup the processor

Workarounds:
If VDD_SNVS [N ispowered from asupply other than VDDHIGH_IN (likeacoin cell), then the
sequence described above must be avoided.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERRO003778
ERRO003778 SSI: In AC97, 16-bit mode, received data is shifted by 4-bit locations

Description:

When the SSI is configured in AC97, 16-bit mode, the Rx datais received in bits [19:4] of the
RxFIFO, instead of [15:0] bits.

Projected Impact:

The SDMA script should be updated accordingly to perform the shift to the right location on the
fly during data transfer. If the data register is accessed directly by software, it should account for
the shifted data and perform shifting to the right location.

Workarounds:

The data should be shifted to the right location by the SDMA script or by the software in case of
direct access to the register.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation inwhich
the erratum may manifest itself is not used.
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ERRO005764

ERRO005764 SSI: AC97 receive data may be wrong when clock ratio between
external clock to ipg is higher than 1:8

Description:

The datain SSI gets corrupted in the following configuration:
e SSlisconfigured to AC_97 mode
» Transmitter and receiver are enabled
* ThelPG_CLK and external clock ratio is higher than 1:8
Theinternal “ignore_time_slot” signal might deassert for 1 cycle between frames. This might
result in ambiguous behavior where the synchronization and identification of “ignore time_dlot”
requires 4 ipg_clk cyclestofit in ahalf cycle of the external clock.
Projected Impact:

Data corruption in the specific configuration.

Workarounds:

Do not use the following configuration:

» SSl isconfigured to AC_97 mode

» Transmitter and receiver are enabled

* ThelPG_CLK and external clock ratio is higher than 1:8

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR008990

ERR008990 SSI: Channel swap in single FIFO mode when an underrun or overrun
occurs

Description:

In I2S mode, with one FIFO in use, datais in the format left channel, right channel, left channel,
right channel. If an under-run occurs, then the left and right channels will transmit the same
previous data until new datais written to the FIFO. If the new datais valid as the right channel
starts to transmit, a channel swap occurs. Likewise when receiving data, if an overrun occurs and
the FIFO is emptied as the right channel datais being received, a channel swap occurs.

Projected Impact:
When using SSI in 12S mode, operation is limited to two-channel mode.

Workarounds:

Use SSI in two-channel mode (TCH_EN = 1) with two FIFOs enabled (TFEN1=1, TFENO=1).
With two FIFOsin use, left channel transmit datais from FIFOO, right channel transmit datais
from FIFO1. When an under-run occurs, the left channel will transmit the previous datain FIFOO,
while the right channel will transmit the previous datain FIFO1. When new datais written into
FIFOO/FIFOL, the left channel datais always from FIFOO, and right channel datais aways from
FIFOL, preventing channel swapping from occurring. Likewise when receiving data, left channel
datais always stored in FIFOO and right channel datais aways stored in FIFOL.

Proposed Solution:
No fix scheduled.

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting inreleaseimx_3.10.53 1.1.0 ga.
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ERR004534

ERR004534 USB: Wrong HS disconnection may be generated after resume

Description:
When the |C works asa USB host and one High Speed deviceis connected, software can put it into
Suspend mode and it can wake up by a Host Resume or a remote wakeup.

The UTM block drives FS-K during resume and drives SEO as the end of the resume. Meanwhile
UTM bypasses the DP/DN linesto USB controller. Once the controller detects the SEO, it will
switches to High Speed. Once UTM detects it switches to High Speed, it will stop driving SEO.
After that, the controller starts to send SOF through UTM.

If the controller sendsthe SOF too fast, while the external device might still bein Full Speed mode,
the SOF signal level will be 800mV which will be recognized as a High Speed disconnection.

The USB controller may send the SOF packet during that period, but according to USB2.0 spec,
DP/DN should keep in IDLE (SEO state) for 1.333 us after resume to avoid this issue (the device
must switch to High Speed in 1.333 us).

Projected Impact:

HS disconnection after resume with some devices.

Workarounds:

The UTM block has a configurable bit (HW_USBPHY CTRL.ENHOSTDISCONDETECT) to
enabl e/disable the High Speed disconnection detection circuit. This bit should be used to disable
thisin Suspend, and enable after resume.

Proposed Solution:
No fix scheduled

Linux BSP Solution:
Software workaround implemented in BSP version L3.0.35 4.1.0.
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ERR006281

ERR006281 USB: Incorrect DP/DN state when only VBUS is applied

Description:

When VBUS s applied without any other supplies, incorrect communication states are possible on
the data (DP/DN) signals. If VDDHIGH_IN is supplied, the problem is removed.

Projected Impact:

Thisissue primarily impacts applications using charger detection to signal power modestoaPMIC
in an undercharged battery scenario where the standard USB current allotment is not sufficient to

boot the system.

Workarounds:

Apply VDDHIGH_IN if battery charge detection is needed. Otherwise, disable charger detection
by setting the EN_B bit in USB_ANALOG_USBx_CHRG_DETECTn to 1.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation inwhich
the erratum may manifest itself is not used.
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ERR006308

ERR006308 USB: Host non-doubleword —aligned buffer address can cause host
to hang on OUT Retry

Description:

The USB host core operating in streaming mode might underrun while sending the data packet of
an OUT transaction. The host then retriesthe OUT transaction according to the USB specification.

Thisissue occurs during the OUT retry. The USB host might hang on OUT retry if the data buffer
start address is not 4-byte aligned.

This applies to both the host controller and the OTG controller in host mode.

Projected Impact:
Host controller only transmits SOF packets. All other traffic is blocked.

Workarounds:

* Set the host TXFIFO threshold to alarge value (TXFIFOTHRES in the TXFILLTUNING
register). Thisincreases the tolerance to bus latency and avoids a FIFO underrun.

» Set the Stream Disable bit (SDIS) to 1 in the USBMODE register. This forces the controller to
load an entire packet in the FIFO before starting to transmit on the USB bus. Hence, the FIFO
never underruns. This somewhat reduces the maximum bandwidth of the USB, because thereis
idle time when the controller waits for the entire packet to be loaded.

Proposed Solution:
No fix scheduled.

Linux BSP Status:
Software workaround implemented in Linux BSP codebase starting in release L3.0.35_4.0.0
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ERR004535

ERR004535 USB: USB suspend and resume flow clarifications

Description:

In device mode, The PHY can be put into Low Power Suspend when the device is not running or
the host hassignaled suspend. The PHY Low power suspend bit (PORTSC1.PHCD) will becleared
automatically when the host initials resume. Before forcing a resume from the device, the device
controller driver must clear this bit. In host mode, the PHY can be put into Low Power Suspend
when the downstream device has been placed into suspend mode (PORTSC1.SUSP) or when no
downstream device is connected. Low power suspend is completely under the control of software.

To placethe PHY into Low power mode, software needs to set PORTSC1.PHCD hit, set all bitsin
USBPHY_PWD register and set the USBPHY _CTRL.CLKGATE bit.

When a remote wakeup occurs after the Suspend (SUSP) bit is set while the PHY Low power
suspend bit (PHCD) iscleared, aUSB interrupt (USBSTS.PCI) will be generated. In this case, the
PHCD bit will NOT be set because of the interrupt. However, if aremote wakeup occurs after the
PHCD hitisset whilethe USB PHY Power-Down Register (USBPHY _PWD) and the UTMI clock
gate (USBPHY CTRL.CLKGATE) bit is cleared, aremote wakeup interrupt will be generated. In
this case, all the bitsinthe HW_USBPHY _PWD register and the USBPHY _CTRL.CLKGATE
bit will be set, even after the remote wakeup interrupt is generated, which isincorrect.

Projected Impact:
Resume error, if the correct flow is not adhered to.

Workarounds:

Toplacethe USB PHY into low power suspend mode, the following sequence should be performed
in an atomic operation (interrupts should be disabled during these three steps):

1. Setthe PORTSC1.PHCD bit

2. Set al bitsinthe USBPHY_PWD register

3. Setthe USBPHY_CTRL.CLKGATE hit
Proposed Solution:

No fix scheduled

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
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ERR007881

ERRO007881 USB: Timeout error in Device mode

Description:
If areceive FIFO overrun occurs (due to a busy condition on the system bus) when the USB
controller isin Device mode, the controller may stop responding to host tokens, causing current
transactions to time out. This situation will be recovered after FIFO is not overrun.

Projected Impact:
Implementing the workaround shown will prevent receive FIFO overruns, but cause a 10%-30%
impact to USB performance.

Workarounds:

Set Stream Disable mode (USB_nUSBMODE[SDIS]=1) to prevent receive FIFO overruns.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround implemented in Linux BSP codebase starting inimx_3.10.53 1.1.0 ga.
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ERR004364
ERR004364 uSDHC: Limitations on uSDHC3 and uSDHC4 clock-gating

Description:

uSDHC3 and uSDHC4 clock-gating controls (CG and MOD_EN_OV) in CCM are gating
RAWNAND and APBADMA clocks.

» apbhdma.hclk controlled by usdhc3 clk_root CGR

* rawnand.u_bch input_apb clk controlled by usdhc3 clk_root CGR

» rawnand.u_gpmi_input_apb_clk controlled by usdhc3 clk root CGR

» rawnand.u_gpmi_bch_input_bch_clk controlled by usdhc4 clk_root CGR

Projected Impact:
RAWNAND and APBHDMA clocks might be gated unintentionally.

Workarounds:

uSDHC3 and uSDHC4 clock-gating controls should not be configured to gate the clocks in case
RAWNAND and APBADMA are used. Therearetwo registersin CCM that need to be configured
accordingly:

» CCGR: Gating of the clock according to power mode

* CMEOR: Enable/Disable dynamic clock gating

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround not implemented in Linux BSP. Functionality or mode of operation in which
the erratum may manifest itself is not used.
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ERR004536

ERR004536 uSDHC: ADMA Length Mismatch Error may occur for longer read
latencies

Description:

When a multi-block read command is triggered, the controller starts to send read commands and
receives data from the card. After one block of dataisreceived, the expected block count number
will be updated (minus 1). Meanwhile the DMA engine starts to fetch the ADMA descriptors
through the AHB bus. The descriptor contains two AHB SINGLE bus accesses for ADMAZ2 and
one AHB SINGLE busaccessfor ADMAL. The DMA engine then |oads the expected block count.
If the total latency of these AHB SINGLE bus accesses is longer than the latency for one block to
be read from the card, an incorrect block count isloaded by the DMA engine.

Projected Impact:

If the total latency of these AHB SINGLE bus accesses is longer than the latency of one block

being read from the card in ADMA mode, the incorrect block count will be loaded by the DMA
engine.

Workarounds:

Use SDMA (or ADMAL) in case the AHB latency islarger than the “minimal time for one block”.

Proposed Solution:
No fix scheduled

Linux BSP Status:

A software workaround is possible but it hasn't been implemented in the Linux BSP yet. BSP
functionality may be affected in some configurations and use cases as described above. Users
should evaluate their specific use case and apply the recommended workaround to prevent the

occurrence of this erratum. Please contact your support channel if you have any questions or
concerns.

Chip Errata for the i.MX 6Dual/6Quad and i.MX 6DualPlus/6QuadPlus, Rev. 6.1, 06/2016

218 NXP Semiconductors



ERR004345

ERR004345 VPU: Wrong interrupt is generated sometimes when context switch-
ing to H.264 encoder, during multi-instance

Description:

Wrong interrupt is generated sometimes when context switching to H.264 encoder, during
multi-instance. For example,

» From decoders (which use NAL unit, such as H.264, AVC, and VC1) to H.264 encoder
e From H.264 to H.264 with different instance
* H.264 dec to RV dec and RV dec to H.264 enc

There are two modes in SPP (Stream Pumping processor) of VPU: direct mode and descriptor
mode. SPP “sdma_ctrl” block generates internal interrupt when switching from direct mode to
descriptor mode. The interrupt keeps high and this affects H.264 encoder (H.264 encoder uses
descriptor mode).

Projected Impact:
Wrong interrupt is generated sometimes.

Workarounds:

Before start of H.264 encoder from direct mode, clear the register that generates interrupt by
software reset.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround integrated in Linux BSP codebase starting in release
rel_imx_2.6.38_11.11.01.
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ERR004349

ERR004349 VPU: Cannot decode Sorenson Spark Version 0 bitstream

Description:

The bitstream of Sorenson Spark codec has two versions: Version 0 and Version 1. Thisissue
causes the VPU to fail to decode Version 0 bitstream (sequence initialization error) because the
VPU cannot find the start code and returnsthe SEQ_INIT error for decoding aVersion O bitstream.
The VPU can decode a Version 1 bitstream.

Projected Impact:

Version 0 of Sorenson Spark bitstream cannot be decoded.

Workarounds:

No software workaround.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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ERR004361

ERR004361 VPU: VPU does not work in case of smaller chunk size in SSP (stream-
ing pump processing)

Description:

VPU will not work in case of:
» Smaller chunk size (Iessthan 8 bytes) bitstreaming processin SPP (streaming pump processing)
mode

* Low bit rate
» Low-resolution video application

Projected Impact:
VPU will not work.

Workarounds:

If the remaining bitstream in the bitstream buffer is less than 8 bytes, then the application should
fill O'suntil there are 8 bytesin the buffer. Thiswill allow VPU to read out and decode properly.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Workaround possible but not implemented in the BSP, impacting functionality as described above.
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ERR004363

ERR004363 VPU: Causes a macro-block of P-picture decoding error

Description:

Causes amacro-block of P-picture decoding error which resultsin degradation of visual quality.

Conditions:

This bug occurs when all of the following conditions are true at the same time:

» Thesign biasflag for the neighborhood macro-block (MB) of the reference frame differsfrom
the sign bias flag of the current MB in the reference frame

» The motion vector of neighborhood MB is not zero (lIeft or above)
» The (negated) motion vectors in the left and above MBs are same

Projected Impact:

Causes amacro-block of P-picture decoding error, thus causes visual quality degradation. The
probability of occurring this bug islow. However, once hit, it causes noticeable visual quality
degradation.

Workarounds:

A VPU firmware workaround exists which requires the VPU to run at 350MHz for decoding
1080p@30fps for video that displays thisissue.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
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ERR004346

ERR004346 WDOG: WDOG SRS bit requires to be written twice

Description:
In order to initiate a software reset through WDOG, the SRS bit should be written twice.

Projected Impact:
WDOG software reset request might be ignored.

Workarounds:
The WDOG SRS software reset bit should be written twice within one period of the 32 kHz clock.

Proposed Solution:
No fix scheduled

Linux BSP Status:
Software workaround integrated in Linux BSP codebase starting in release imx_3.0.35_4.1.0.
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ERRO005777

ERRO05777 XTAL: In some cases, the 24 MHz oscillator start-up is slow or may
fail to start

Description:

In some cases, the 24 MHz oscillator start-up is slow or may fail to start.

Projected Impact:

A slow start-up will add 1.5 msto the startup sequence. In some cases, the oscillator may not start
at all.

Workarounds:

The addition of a 2.2 M-ohm external resistor from the XTALI pin to ground is required for all
designs.

Proposed Solution:
No fix scheduled

Linux BSP Status:

Software workaround cannot be implemented to mask or workaround this SoC issue. Thiserratum
will result in impacted or reduced functionality as described above.
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